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ACRONYMS 

 

 

AHC - Agglomerative Hierarchical Clustering 

ANN - Artificial Neural Network 

ARIMA - Autoregressive Integrated Moving Average 

CNN - Convolutional Neural Network 
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LSTM - Long Short-Term Memory 

MFW - Master's Final Work 
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MSE - Mean Squared Error 
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RNN - Recurrent Neural Network 
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ABSTRACT 

 

 

 The stock market is intrinsically risky and difficult to predict, as it is composed of 

time series that have nonlinear, complex, and dynamic behavior. Therefore, predicting 

these time series requires the use of machine learning algorithms capable of handling the 

inherent volatility and complexity of the stock market. 

 In this MFW, the objective is to make monthly predictions of stock returns be-

longing to the SP500. For this, in the first phase, a clustering algorithm - Hierarchical 

Clustering - will be used to find correlated stock groups, and in the second phase, a deep 

learning algorithm - LSTM - will be used to predict the monthly returns of the groups of 

stocks found in the previous phase. That is, the prediction of the return of a stock A will 

be made based on stocks that have monthly returns correlated with stock A. Thus, a mul-

tivariate analysis will be done so that the prediction of the return of stock A depends not 

only on its previous returns, but also on the previous returns of stocks that are correlated 

with stock A. Consequently, it will be possible to capture the dynamics of multiple time 

series simultaneously and take advantage of dependencies between these series to obtain 

better predictions. 

 To conclude, we explore the possibility that if most predictions in a group of cor-

related stocks indicate an upward movement, then all stocks belonging to that group are 

expected to have an upward movement. In the end, the results obtained show that the 

methodology used allows: (a) to obtain predictions of returns that are far from the actual 

returns, (b) good returns in the portfolio, (c) to reduce the impact of incorrect predictions 

on the portfolio. 

 

 

KEYWORDS: correlated stocks; stocks clustering; stocks prediction; machine learning; 

deep learning; time series; monthly returns 
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RESUMO 

 

 

 O mercado de ações é intrinsecamente arriscado e difícil de prever, uma vez que 

é composto por séries temporais que apresentam comportamento não-linear, complexo e 

dinâmico. Por conseguinte, a previsão dessas séries temporais requer a utilização de al-

goritmos de aprendizagem automática capazes de lidar com a volatilidade e complexidade 

inerentes ao mercado de ações. 

 Neste MFW pretende-se realizar previsões mensais dos retornos das ações que 

pertencem ao SP500. Para tal, numa primeira fase, será utilizado um algoritmo de agru-

pamento - Hierarchical Clustering - para encontrar grupos de ações correlacionadas e, 

numa segunda fase, um algoritmo de aprendizagem profunda - LSTM - será utilizado para 

prever os retornos mensais dos grupos de ações encontrados na fase anterior. Ou seja, a 

previsão do retorno de uma ação A será feita com base em ações que têm retornos mensais 

correlacionados com a ação A. Deste modo, será feita uma análise multivariada, de ma-

neira que a previsão do retorno da ação A dependa não apenas dos seus retornos anterio-

res, mas também dos retornos anteriores das ações que estão correlacionadas com a ação 

A. Consequentemente, será possível captar a dinâmica de múltiplas séries temporais si-

multaneamente e aproveitar as dependências entre essas séries para obter melhores pre-

visões. 

 Para concluir, explora-se a possibilidade de que se num grupo de ações correlaci-

onadas, a maioria das previsões indicar uma subida, então espera-se que todas as ações 

pertencentes a esse grupo tenham um movimento de subida. No final, os resultados obti-

dos mostram que a metodologia utilizada permite: (a) obter previsões de retornos que 

estão longe dos retornos reais; (b) bons retornos no portfólio; (c) reduzir o impacto de 

previsões incorretas no portfólio. 

 

PALAVRAS-CHAVE: ações correlacionadas; agrupamento de ações; previsão de ações; 

aprendizagem automática; aprendizagem profunda; séries temporais; retornos mensais 
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Chapter 1 

 

 

1. INTRODUCTION 
 

1.1. Context 

 Stock prediction is the prediction of a time series. A time series is a sequence of 

observations typically measured at uniform time intervals. These observations are used 

to develop a model that describes the data's inherent structure. By understanding past 

historical patterns, the model will be able to predict future observations in the time series. 

 In fact, stock prediction is a challenging problem due to the difficulty and uncer-

tainty of the stock market. In addition, stock markets are nonlinear, complex, and dy-

namic. Researchers have tested and analyzed several models to predict stock price move-

ment accurately. Some have used models that assume a linear relationship between past 

and future observations, such as ARIMA models. However, these observations have non-

linear dependencies (Amini et al., 2021), so the use of linear models can result in incorrect 

predictions due to biased coefficient estimates. Other researchers have used traditional 

machine learning algorithms, such as k-nearest neighbors, support vector machines, ran-

dom forest, and logistic regression. However, these algorithms only consider one obser-

vation to make the prediction of the next observation, which makes them unable to cap-

ture the temporal correlations existing between observations. Finally, to overcome the 

limitations of the models described earlier, deep learning models, in particular the RNNs, 

began to be used. These models can both capture nonlinear dependencies between obser-

vations, which ARIMA cannot capture, and they can also capture the temporal correla-

tions between observations, which traditional machine learning models cannot capture. 

For these reasons, in the past few years, many researchers have begun to use deep learning 

models to make time-series predictions. 

 In the first phase of this MFW, a clustering algorithm will be used to create cor-

related groups of stocks. These groups of correlated stocks are time series that are corre-

lated. Suppose a group k of 12 stocks was created. To predict the time series of these 12 
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stocks, extracting the temporal correlations within each time series and the spatial corre-

lations among the different time series will be essential. In order to capture these two 

types of correlations, a deep learning algorithm called LSTM will receive a multivariate 

input composed of the 12 time series from group k and will return a multivariate output 

comprising the predictions for the 12 time series. 

 However, regardless of the model used, there will always be incorrect predictions. 

For this reason, in this MFW, an approach will be used to reduce the impact of incorrect 

predictions on the portfolio. This approach explores the possibility that if most predictions 

in a group of correlated stocks indicate an upward movement, then all stocks belonging 

to that group are expected to have an upward movement. In other words, if the predictions 

for eight stocks in group k indicate an upward movement, and the remaining four predic-

tions indicate a downward movement, then a buy of all stocks belonging to group k will 

be made. The same principle applies if most predictions indicate a downward movement. 

 In this way, the approach used considers two assumptions: stocks belonging to the 

same group almost always exhibit similar behavior; most predictions are correct. If these 

two assumptions are verified, this approach is expected to be beneficial and result in 

higher returns. 

 

1.2. Motivation 

 Nowadays, investing in the financial market is much easier than it was a few years 

ago. This is mainly due to the increasingly significant presence of brokers with online 

platforms that allow us, for example, to buy a stock from a smartphone. These online 

platforms are designed with a simple and intuitive interface so that anyone can invest 

easily, quickly, and from anywhere. For this reason, in recent years there has been a sig-

nificant increase in new individual investors, also known as "retail investors". 

 As soon as these new investors begin to explore the financial market, they dis-

cover a wide range of investment options, such as forex, cryptocurrencies, indices, com-

modities, stocks and ETFs. The initial question that arises is: "Where am I going to in-

vest?". Investors who choose stocks intend to obtain a piece of a company (or several). 

Subsequently, a second question emerges: "What strategy can I use to generate profits?". 
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If the investor allocates the entire portfolio to a single stock, it is considered a risky in-

vestment, as the fall in the price of that stock due to unforeseen circumstances can result 

in a large loss. 

 Hence, a well-known strategy emerges in the field of stock investment: diversifi-

cation. This strategy aims to mitigate the risks associated with market volatility by dis-

tributing the portfolio across several stocks. The fundamental idea behind diversification 

is that a fall in the price of one stock can be offset by an increase in the price of another 

stock, thereby contributing to a more stable return in the long-term. 

 However, the benefits of diversification can be nullified if we diversify the port-

folio by several stocks that are correlated, that is, by stocks that have similar movements. 

What happens is that if we diversify the portfolio by stocks that are very correlated, then 

in the case of a fall in the price of one stock, it is likely that the same will happen with the 

other stocks belonging to the same portfolio, causing a large loss. Thus, a good diversifi-

cation strategy does not consist of just diversifying the portfolio by several stocks. For 

this strategy to work, it is essential to select a set of stocks that are not correlated in order 

to minimize the possibility of a single stock having a high negative impact. Therefore, a 

third question arises: "How to find stocks that are not correlated?". To answer this ques-

tion, many investors use an approach that has certain characteristics of stocks as criteria, 

such as the sector and industry in which they operate. Based on this approach, if we buy 

one stock in the energy sector and another stock in the financial sector, then it means that 

we are diversifying the portfolio in the right way because we are investing in stocks that 

are not inherently correlated since they belong to different sectors. This approach as-

sumes, therefore, that stocks belonging to the same sector are correlated, as they are stocks 

relating to companies with similar business activities or products, so the fluctuation of 

their stock prices will be influencing each other. 

 Nevertheless, there may be stocks from one sector that are correlated with stocks 

from another sector. This was verified by Yilang Lu (2018), who found, through cluster-

ing algorithms, stocks that are more correlated with stocks from another sector than with 

stocks belonging to his own sector. Thus, we can state that the theory of the approach 

described earlier is not always true, so more advanced methods, such as clustering algo-

rithms, can be more effective in identifying stocks that are not correlated. 
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 In this way, a correct diversification of the portfolio into stocks that are not corre-

lated can be a highly beneficial strategy in the long-term. However, in the short-term, this 

strategy has the net impact of gradual and steady performance and smoother returns that 

never move too quickly up or down. Consequently, there may be investors who prefer to 

take higher risks in their investments so that they can potentially achieve greater returns 

in the short-term. Thus, for those investors who prefer short-term investments, a fourth 

question arises: "Is it beneficial to invest in uncorrelated stocks in the short-term?". Prob-

ably not as in short-term periods, the return can vary widely. Consequently, the fifth ques-

tion arises: "Is it beneficial to invest in correlated stocks in the short-term?". Finding the 

answer to this question will be the main objective of this MFW. For this, in the first phase, 

a clustering algorithm - Hierarchical Clustering - will be used to find correlated stock 

groups, and, in the second phase, a deep learning algorithm - LSTM - will be used to 

predict the monthly behavior/motion of the groups of stocks found in the previous phase. 

 

1.3. Objectives 

 As already mentioned, the main objective of this MFW is to answer the question: 

"Is it beneficial to invest in correlated stocks in the short-term?". To achieve this, we will 

focus on the following steps: 

 

• through a clustering algorithm - Hierarchical Clustering - find correlated groups of 

stocks. Each group found will correspond to a cluster; 

• through a deep learning algorithm - LSTM - make predictions of monthly returns of 

the stocks belonging to the clusters created; 

• analyze the predictions obtained and check whether it is beneficial to invest in corre-

lated stocks. It will be beneficial if the assumptions described at the end of section 1.1 

are almost always verified. 
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1.4. Structure of the Document 

 This document is composed of five chapters to achieve the described objectives 

and answer the research question of this MFW. Besides this Chapter 1 - Introduction - the 

remaining chapters are as follows: 

 

• Literature Review (Chapter 2) - this chapter is divided into two parts. The first part 

presents the theory underlying the algorithms that will be applied in Chapter 3: Hier-

archical Clustering and LSTM. The second part provides an analysis of the current 

state of research in relation to the subject of interest, encompassing market data clus-

tering, forecasting models, and forecasting models combined with clustering. 

 

• Methodology (Chapter 3) - this chapter is divided into three parts. The first part de-

scribes what data will be used and how it was obtained. The Hierarchical Clustering 

algorithm is applied in the second part to create clusters with correlated stocks, fol-

lowed by an analysis of the clusters created. In the third part, an Artificial Neural Net-

work - LSTM - is applied to make monthly predictions of the stocks that have been 

grouped. 

 

• Results and Discussion (Chapter 4) - in this chapter, the results obtained from the 

predictions of monthly returns are presented and analyzed. The answer to the research 

question of this MFW is found in this chapter. 

 

• Conclusion (Chapter 5) - in this final chapter, a summary of the main findings and 

the path taken in the development of the approach used is provided. Furthermore, to 

conclude, the key conclusions and contributions of this MFW are presented, as well as 

possible aspects of improvement to be analyzed and developed in the future.
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Chapter 2 

 

 

2. LITERATURE REVIEW 
 

 In this chapter the objective is to make a literature review that allows to understand 

the theory underlying the methods/algorithms that will be used in the development of this 

MFW. In addition, will also be made an analysis of some articles that align with what will 

be done in this project and whose conclusions will allow to provide a solid basis for jus-

tifying the methodology used. Thus, through this chapter it will be possible to draw the 

path to be carried out in the next chapter. 

 

2.1. Methods 

 In this MFW, two algorithms will be used: an unsupervised learning algorithm 

and a supervised learning algorithm. The unsupervised learning algorithm chosen for the 

creation of clusters with similar stocks was Hierarchical Clustering, and the supervised 

learning algorithm chosen to predict the returns of stocks that are in the clusters was Long 

Short-Term Memory. 

 As in any scientific field, before going to practice, it is essential to understand the 

subjacent theory. Thus, the objective of this section is to explain the theory behind the 

algorithms that will be applied in the next chapter. 

2.1.1. Hierarchical Clustering 

 Hierarchical clustering is a clustering algorithm that takes into account both the 

distance between stocks and the distance between stock groups. Thus, the main objective 

of hierarchical clustering is to group elements based on the principle of maximizing intra-

class similarity and minimizing inter-class similarity. That is, within the dataset, clusters 

are formed so that stocks that are similar are grouped together, and stocks that are very 

different fall into other clusters (Xu & Tian, 2015). 
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 Compared to K-Means, this algorithm has the advantage of not requiring the spec-

ification of an initial number of clusters, as it assumes that the data can be successively 

grouped into increasingly different clusters. Furthermore, the result of hierarchical clus-

tering is fixed, while in K-Means the result depends on the randomly chosen initial points. 

 There are two approaches of hierarchical clustering: agglomerative (bottom-up), 

where the data points are divided into different clusters and then aggregated as the dis-

tance decreases; divisive (top-down), where all the data points are aggregated in a single 

cluster and then divided in different clusters as the distance increases. We will use the 

most common approach - agglomerative hierarchical clustering (AHC) - that departs from 

the individual data points and computes a similarity matrix containing all mutual dis-

tances (Xu & Tian, 2015). 

 These distances can be of 3 types: distance between clusters, distance between 

elements, and distance between element and cluster. On the one hand, the distance be-

tween elements (stocks) can be determined, for example, using an Euclidean distance. On 

the other hand, the distance between clusters is done using the notion of linkage, which 

can be of 4 types: 

 

• complete linkage: the largest distance between the observations of two clusters; 

• single linkage: smallest distance between the observations of two clusters; 

• average linkage: average distance between the observations of two clusters; 

• centroid linkage: distance between the centroids of two clusters. 

 

 Once the similarity matrix (containing all mutual distances) is calculated, the 

AHC algorithm proceeds with N-1 steps, where N is the total number of elements 

(stocks). At each step, the algorithm merges the most similar clusters until no distinct 

clusters remain. After each merge, the similarity matrix is updated to incorporate the 

newly formed clusters, progressively reducing the size of the matrix. 

 This algorithm, combined with the application of a method called Quasi-Diago-

nalisation (a technique that reorganizes the covariance matrix so similar stocks will be 

placed together), will allow to create clusters with stocks that have a similar behavior, as 

we will see in section 3.2.1. 
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2.1.2. Long Short-Term Memory 

 Deep learning is a subfield of machine learning concerned with algorithms - Ar-

tificial Neural Networks (ANN) - which were originally inspired in the way the brain 

processes information. Today, deep learning models have achieved great success in long-

term time series prediction tasks, where they outperform conventional linear models and 

machine learning algorithms. This better performance of the ANNs for time series fore-

casting is mainly due to their nonlinear modeling capability, which allows better capture 

of time series behavior, which is also nonlinear. 

 In fact, there are several types of ANNs with various applications in different ar-

eas. On the one hand, there are ANNs, such as Feed-Forward Neural Networks (FFN), 

that treat the feature vectors for each sample as independent and identically distributed. 

Therefore, they are considered ANNs without memory since they do not consider prior 

data points when evaluating the current observation. On the other hand, there are ANNs 

that handle sequential input, including time series, audio, and natural language text. These 

ANNs are called Recurrent Neural Networks and are characterized by connections with 

loops, allowing feedback and memory to the networks over time. 

 

 
Figure 1 - Comparison between FFN (A) and RNN (B) 

 
Figure 2 demonstrates a conventional forward RNN being extended (or un-

folded/unrolled) into a complete network. It can be divided into three layers: the input 

layer, which receives a sequence of inputs; the hidden layer, which contains recursive 

edges that correspond to information persistence; and the output layer, which represents 

the predicted output. The symbols U, W, and V correspond to the parameters for input, 

A B 
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hidden and output layers, respectively, that are calculated during the training phase, and 

then are used to connect input, hidden and output layers. 

 

 
Figure 2 - An unrolled recurrent neural network 

 

 However, RNNs have two major problems (Hochreiter, 1998) associated with the 

repeated multiplication of gradients (derivatives of the loss with respect to the network's 

parameters) during backpropagation over many time steps: vanishing and exploding. The 

first problem, vanishing gradient, is the most common and occurs when the gradients 

become extremely small as they are back-propagated through the layers of the network 

during training. The second problem, the exploding gradient, is the opposite problem of 

the vanishing gradient and refers to a situation during the training where the gradients 

become extremely large as they are back-propagated through the layers of the network. 

 To overcome these problems, Long Short-Term Memory (Hochreiter & Schmid-

huber, 1997) constructs the "gate" to regulate how much past information a unit maintains 

in its current state and when to reset or forget this information. As a result, LSTMs are 

able to learn dependencies over hundreds of time steps, which allows them to capture 

important features from inputs and store the information over a long period of time. Thus, 

LSTMs have achieved good results in long-term forecasting. 

 In general, the critical components of LSTM network architecture, which allow to 

regulate the flow of data into and out of the cells, consist of three gates: input, output, and 

forget gates (as we can see in Figure 3). The input gate controls the amount of new data 

that may flow into the cell. The output gate controls the amount of data is sent from the 
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cell to the rest of the network. The forget gate controls how much of the cell's state should 

be discarded in order to manage the memory of the network. In conjunction with the 

memory cell, these gates enable LSTM to learn and remember long-term dependencies in 

sequential data (Hochreiter & Schmidhuber, 1997). 

 

 
Figure 3 - LSTM unit/cell 

 

 Figure 3 shows a graphical representation of an LSTM unit, where: Xt - input data; 

ft - forget gate; it  - input gate; ot - output gate; 𝑐
˜

t - cell update; ct - cell state; hₜ - hidden 

state. The equations of the elements present in an LSTM unit are as follows: 

 

 
 

 An LSTM can be used in classification problems (where the output is a class) and 

regression problems (where the output is a numeric value). In a classification problem, 

the LSTM generates a probability distribution over all potential classes for each input in 
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a sequence - for example, the probability of a stock price going up or down in the next 

month. In a regression problem, the LSTM predicts a continuous value for each input in 

the sequence - for example, the price that a given stock will have in the next month. 

 

2.2. Related Work 

 The study of stock market behavior has been a topic of debate for more than 100 

years. Bachelier's seminal paper in 1900 (Bachelier, 1900) could be considered a pioneer-

ing theoretical attempt to model bond prices. Nowadays, this study has evolved into the 

application of complex models and algorithms that allow predictions of stock market be-

havior to be made. Those algorithms are used to predict even in the context of new mar-

kets, like cryptocurrencies (Aparicio et al., 2022). In particular, numerous articles have 

already dealt with both clustering and stock prediction algorithms. Even some of them 

exploit the power associated with the combination of clustering and prediction algorithms 

in stock analysis. These articles are the most relevant to the development of this MFW. 

 In Table 1 are some of the articles that contributed to the development of the 

methodology and approach used in this MFW. In these articles, it is observed that various 

clustering algorithms - k-means, DBSCAN, and Snob - combined with diverse prediction 

algorithms - ARIMA, LSTM, CNN, and genetic algorithm - have been used in different 

types of datasets. Some of these articles explore the possibility that the use of similar sets 

of stocks, determined through clustering, can improve the performance and results of a 

prediction model compared to a model that does not take into account the data derived 

from clustering. For example, in the study by Vásquez Sáenz et al. (2023), three types of 

datasets (Figure 4) are compared to determine which of them allows for better results/met-

rics in stock prediction using ARIMA and LSTM models. The description that this article 

makes of the datasets used is as follows: "In the first case, we train with only the previous 

values of the stock for previous time-steps. In the second case, we use the previous data 

of all stocks to train the forecast model. In the third and last case, our proposed approach 

uses the previous values of all stocks that are in the same cluster as Stock 1". In the end, 

the results obtained allowed us to conclude that LSTM models outperform ARIMA and 

that the dataset that allowed to obtain better predictions was the third, that is, the dataset 

that resulted from clustering. 
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Figure 4 - Comparison of datasets made by Vásquez Sáenz et al. (2023) 

 

 Based on the articles and researchers referenced in Table 1, the main conclusions 

from their research that were considered in the development of the methodology of this 

MFW were: 

 

• LSTM networks outperform traditional forecasting methods for time series, such as 

ARIMA models; 

• clustering improves the predictions made by neural networks when compared to mod-

els without clustering; 

• using data from unrelated stocks adds noise and deteriorates the forecasting ability of 

LSTM models. 

 

 These conclusions, which are properly supported and explained in the articles in 

Table 1, provide a solid basis for justifying the methodology used in this MFW.
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Table 1 - Related Work 
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Chapter 3 

 
 

3. METHODOLOGY 
 

 The purpose of this chapter is to explain the methodology used to predict monthly 

stock returns. The predictions obtained will be analyzed in the next chapter. 

 A data science process involves a sequence of tasks and activities that must be 

structured and organized to successfully align with the overall project management. In 

order to assist good management in the development of this MFW, a process-oriented 

methodology called POST-DS (Costa & Aparicio, 2020) was employed. This methodol-

ogy is not only supported in the processes but also in the organization, scheduling, and 

tools selection, which are essential components in a data science project to properly align 

expectations and clarify the project scope, costs, and time. 

 

3.1. Obtaining and preparing the datasets 

 The initial dataset consists of 503 stocks that currently belong to the SP500 and 

are distributed across 11 sectors and 127 industries. Although called the SP500, the index 

contains 503 stocks because it includes two share classes of stock from 3 of its component 

companies. 

 In order to obtain this dataset, it was necessary to do web scraping with Python to 

the Wikipedia page, which is regularly updated and which, in addition to including the 

list of stocks that are present on the SP500, also includes other information, such as GICS 

Sector, GICs Sub-Industry, Date added and Founded. By grouping this dataset from the 

GICS Sector column and then by counting the number of stocks and sub-industries in 

each of these sectors, it was possible to obtain Table 2, where we have the number of 

stocks and sub-industries per sector. This table will be used in section 3.2.2, in which an 

analysis will be made of the clusters to be created in section 3.2.1. 
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Table 2 - Stocks distribution by sectors and industries 

 
 

 From Yahoo Finance, daily data was collected for stocks that are present in the 

initial dataset, such as date, open price, close price, adjusted close, high, low, and volume. 

With the collection of these data, were created six files, each consisting of a data frame 

of size (t x n), where t represents the time series of the data and n represents the number 

of stocks. The timespan of the dataset ranges from 01-01-2001 to 31-12-2023. Subse-

quently, in these six files, it was verified the existence of some stocks whose extracted 

data were not complete for the period considered. The Nans found in these stocks is due 

to the fact that, for example, in 2010, these stocks did not exist. Therefore, all the Nans 

found were converted to zeros because if a stock does not exist, then its value in that 

period is zero. 

 The daily returns (r) were calculated using the file containing data relating to the 

adjusted closing price (ac) based on the following formula: 

 

𝑟!"# =
ac!"#
ac!

− 1 

 

 The adjusted closing price was used instead of the closing price to calculate re-

turns, as the last one doesn't take dividend payments into account, which will reduce prof-

itability while calculating the returns. Thus, while the closing price merely refers to the 

[3.1] 
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cost of stocks at the end of the day, the adjusted closing price considers other factors like 

dividends, which allows to give investors a more current and accurate idea of the stock's 

price. 

 Since this MFW is intended to do monthly analyses, then the calculated daily re-

turns will be converted to monthly returns. For this, daily returns belonging to the same 

month and year will be summed. With this conversion of daily returns to monthly returns, 

we now have a total of 276 observations for each stock, which will be used both in the 

creation of clusters (section 3.2) and for making predictions (section 3.3). 

 Let's consider stock A, whose monthly return we want to predict for the month 

t+1. This prediction can be made with univariate or multivariate data (time series). On 

the one hand, univariate data involves using the target to predict the target. For example, 

the returns of stock A (before the month t+1) can be used to predict the return of stock A 

in the month t+1. On the other hand, multivariate data involves using the target as well 

as another time series to predict the target. For example, predicting the return of stock A, 

in the month t+1, using the returns (before the month t+1) of stock A as well as the returns 

(before the month t+1) of stocks that have similar behavior with stock A. One reason why 

it is preferable to use multivariate time series is that each variable depends not only on its 

past values but also has some dependency on other variables. And this dependency is used 

for predicting future values. Furthermore, given that multivariate time series include more 

features than univariate time series, they inherently provide more information. As a result, 

utilizing a multivariate model is typically more advantageous for predicting the behavior 

of complex systems, such as stocks. 

 Thus, in this MFW, we will use multivariate data so that the prediction of the 

return of stock A in the month t+1 depends not only on its previous returns but also on 

the previous returns of stocks that are correlated with stock A. In this way, the LSTM that 

will be applied in section 3.3 will receive as input a matrix (n x w) with the structure 

shown in Figure 5 and will have as output a vector (n x 1) with the structure shown in that 

same figure, where xi,t-w is the return of a given variable i (corresponding to a stock) in 

month t-w, n is the number of variables/stocks and w is the window size, that is, the num-

ber of months from past used to predict the month t+1. 
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Figure 5 - Input and output dataset structure 

 

3.2. Stocks clustering 

3.2.1. Clusters creation 

 If we want to predict the return of stock A in the month t+1 using a dataset com-

posed of multivariate time series, it will be necessary to determine which stocks show 

similar behavior with stock A. For this, we will have to use a clustering algorithm that 

allows to create groups (clusters) of stocks that have similar behavior, in this case, on a 

monthly basis. Then, the stocks of the cluster to which stock A will belong will be used 

to predict the return of stock A in month t+1. 

 In order to create this dataset, the clustering algorithm that will be used is Hierar-

chical Clustering, which considers not only the distance between stocks but also the dis-

tance between stocks groups. In the application of this algorithm, like any other clustering 

algorithm, it is necessary to define a distance that allows to evaluate/measure the similar-

ity intra-class and inter-class between the different stocks. To do this, a Pearson's Corre-

lation matrix is first calculated between the different stocks, and then these correlations 

are transformed into distances, resulting in a matrix of distances. What is intended to 

happen is that: 

 

• stocks that have a similar behavior have a high correlation and, consequently, a short 

distance; 
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• stocks that have a distinct behavior have a low correlation and, consequently, a high 

distance. 

 

 Let M be a matrix (t x n) of monthly stock returns, where t represents the time 

series of the data (from 01-01-2018 to 31-12-2022) and n represents the number of stocks. 

This recent period was selected to obtain groups of stocks that are currently correlated. 

From this M matrix, we will determine Pearson's Correlations between the different 

stocks for the period considered. In this way, it will be possible to obtain a new N matrix 

(n x n) which is composed of the Pearson's Correlations between the n stocks. The for-

mula used to convert these correlations into distances is as follows: 

 

𝑑(𝑥, 𝑦) = +2 ⋅ (1 − 𝜌$%) 
 

 Assume 𝑋 = {𝑥", 𝑥#, … , 𝑥$} is a non-empty set, and let distance d be a function 

where for all 𝑥, 𝑦, 𝑧 ∈ 𝑋. The distance formula 3.2 allows to satisfy the four distance 

principles: 

   (1) d(x, y) ≥ 0   non-negativity 

   (2) d(x, y) = d(x, y)  symmetry 

   (3) d(x, y) = 0, if x = y   identity 

   (4)  d(x, y) ≤ d(x, z) + d(y, z)  triangle inequality 

 

 From this distance formula, we can verify that the distance matrix, obtained from 

the matrix of correlations, will have values between 0 and 2, because: 

 

• when the correlation 𝜌𝑥𝑦 = −1, then: 

 𝑑(𝑥, 𝑦) = /2 ⋅ (1 − (−1)) = 2 

 

• when the correlation 𝜌𝑥𝑦 = 1, then: 

 𝑑(𝑥, 𝑦) = /2 ⋅ (1 − 1) = 0 

[3.2] 
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 In this way, we already have the matrices that we need to move on to the applica-

tion of the Hierarchical Clustering algorithm: a matrix (n x n) constituted by the correla-

tions between the n stocks and a matrix (n × n) constituted by the distances between the 

n stocks. 

 Initially, we can see that the stock groups are divided into small subsections in the 

correlation matrix, so the clustering structure is not evident. 

 

 
Figure 6 - Original correlation matrix 

 

 For the clustering structure to become more evident, we will use a method pre-

sented by Ledoit & Wolf (2004), called Quasi-Diagonalisation, in which it is possible to 

make a reorganization of stocks that allows to clearly show the inherent groupings. In 

other words, this method is a technique that reorganizes the covariance matrix so similar 

stocks will be placed together. This method uses a linkage matrix to visualize the resulting 

hierarchical clustering, which allows the distance between two clusters to be defined. In 

this case, we will use a single linkage matrix, in which the distances between two clusters 

is defined by a single element pair - those two elements which are closest to each other. 

 The dendrogram displayed in Figure 18, which is in the Appendix, shows how 

individual stocks and clusters of stocks merged based on their relative distance. In this 
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figure, we can already identify some clusters composed of stocks that are at short dis-

tances. This new stock organization shows that similar stocks stayed together and differ-

ent stocks remained away. Thus, if we compare Figure 6 (related to the original matrix of 

correlations) with Figure 7 (related to the matrix with the reorganized stocks), we can see 

that in the last one, it is already possible to identify zones that correspond to clusters 

composed of highly correlated stocks, that is, stocks that have similar behavior in terms 

of monthly returns in the period considered. 

 

 
Figure 7 - Clustered correlation matrix 

 

 This reorganization of stocks resulted in the higher correlations being placed on 

the diagonal and the smaller correlations to be placed around that diagonal. So, if the goal 

was to create clusters composed of more diversified stocks, that is, less correlated stocks, 

then we would have to look for zones, around the diagonal, that had groups of uncorre-

lated stocks. In that case, we would be able to create several diversified portfolios, which 

could reduce risk and increase long-term return, because having a portfolio of stocks that 

are not correlated minimizes the possibility of a single stock having a high negative im-

pact. On the other hand, if we have a portfolio composed of stocks that are correlated, 

then in the case of a fall in the price of one stock it is likely that the same will happen 

with the other stocks belonging to the same portfolio, causing a large loss. 
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 However, building one or more diversified portfolios works only in long-term pe-

riods. In short-term periods, the return can vary widely. Therefore, diversification has the 

net impact of gradual and steady performance and smoother returns that never move too 

quickly up or down. Consequently, this reduced volatility reassures many investors. 

 Since this MFW is intended to do monthly analyses that are associated with short-

term investments, then it makes no sense to create diversified portfolios. Furthermore, the 

creation of clusters consisting of stocks that are not correlated and, therefore, do not have 

similar behavior, would lead to the existence of a certain "noise" within the clusters (Vás-

quez Sáenz et al., 2023), which would possibly not be beneficial when applying deep 

learning algorithms for predicting monthly returns. Thus, if we create clusters consisting 

of stocks that have similar monthly behavior, we can decrease this possible "noise" that 

may exist within the clusters and, consequently, we can get better metrics and results in 

the application of the LSTM for predicting the monthly returns. 

In this way, through Figure 7 we can identify on the diagonal around 3 clusters 

consisting of very correlated stocks, each cluster composed of 12 stocks, as we can see in 

Table 3. 

 

Table 3 - Clusters of stocks obtained 
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 This number of clusters was obtained considering two parameters: 

• P1: minimum correlation (𝜌𝑚𝑖𝑛) between stocks (the one chosen was 0.75); 

• P2: minimum number of stocks that must be correlated to create a cluster (the one 

chosen was 12), considering that 𝜌𝑥𝑦  ≥ 𝜌𝑚𝑖𝑛. 

 

 Thus, if we increase the values of the parameters P1 and P2, we will decrease the 

number of clusters, and if we decrease the values of the parameters, we will increase the 

number of clusters created. 

 In Figures 19, 20, and 21, which are in the Appendix, we can visualize the matrix 

of correlations for each of these clusters. In fact, in these figures, it is possible to observe 

that there is a strong correlation between all stocks in each cluster, so we can say that the 

clusters created have stocks with similar behavior. We can consider outliers the stocks 

that remain outside these clusters, as they do not present high correlations with a signifi-

cant number of stocks. 

 In this way, if the stock A, which was intended to be predicted at the beginning of 

this section, belongs to one of the clusters created, then it is already possible to predict its 

return in the month t+1 through the dataset proposed in the previous section. In the case 

that stock A does not belong to any of the clusters created, then the prediction of its return 

cannot be made from a dataset of this type. 

3.2.2. Clusters analysis 

 With the clusters created, in this section we can go on to the analysis of these 

clusters as well as the stocks that belong to them. In this analysis we will focus on the 

risks of clusters and stocks. 

 In fact, good risk management is crucial to making wise decisions. However, this 

management is associated with a certain complexity since there are several methods that 

can be used to identify and analyze the risks involved in investing in a given stock. One 

of the methods used to evaluate risk is through standard deviations, which are associated 

with the historical volatility of a given stock. What happens is that stocks with high stand-

ard deviations are very volatile, and stocks that have low standard deviations are a little 
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volatile. Therefore, highly volatile stocks are associated with a high risk, whereas low 

volatile stocks are associated to a lower risk. 

 Thus, to obtain the risks of clusters and stocks, the standard deviations of all stocks 

that were grouped were calculated. The risk of each stock corresponds to the average of 

the monthly standard deviations in the period under consideration, and the risk of every 

cluster is the mean of the risks of the stocks they hold. Through the following figure, we 

can visualize the risks of the stocks and clusters on the y-axis, where the risks of the 

clusters correspond to the y of their centroid. On the x-axis, we have the average monthly 

returns of stocks and clusters, which were calculated in the same way as the average 

monthly standard deviations. 

 

 
Figure 8 - Analysis of returns vs volatility 

 
 According to the variables under analysis in Figure 8, we can easily find differ-

ences between the clusters created in the previous section. We can observe that cluster 1 

is the one that has the closest stocks. This cluster is the one that has stocks associated with 

a lower risk, and therefore, it is the cluster that has the lowest risk (5.59%). Furthermore, 

cluster 1 has a mean monthly return of 1.01%. Cluster 2, in turn, is the one that has the 

most distant stocks. In addition, this cluster has stocks that allow higher returns (1.87%), 

but are associated with higher risks as well (14.95%). Finally, cluster 3 is the one associ-
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ated with lower returns (0.52%) and medium risks (9.34%). The values used in the anal-

ysis and comparison of returns vs. volatility between the clusters created are in the fol-

lowing table. 

Table 4 - Centroids of the clusters 

 
 

If we compare the values of clusters 1 and 3 in Table 4, we can see that cluster 3 

has a higher risk and lower return than cluster 1. Usually, higher risks are associated with 

higher returns, but in this case the opposite happens. In this way, for good risk manage-

ment it is preferable to invest only in stocks that belong to clusters 1 and 2. Thus, in the 

next section we proceed with 2 clusters, where cluster 1 is associated with low- risk stocks 

and cluster 2 is related to high-risk stocks. 

 To conclude this section, it was also found that all the stocks in cluster 1 belong 

to the Utilities sector, all the stocks in cluster 2 belong to the Energy sector, and all the 

stocks in cluster 3 belong to the Financial sector. From Table 2 (in section 3.1) we can 

conclude that cluster 1 consists of 40% of the stocks belonging to the Utilities sector, 

cluster 2 is composed of around 52% of the stocks that belong to the Energy sector, and 

finally cluster 3 is made up of approximately 17% of stocks which belong to the Financial 

sector. We can also conclude that there is a strong correlation of monthly returns in stocks 

belonging to these sectors, so we can say that those sectors have a good clustering prop-

erty. Indeed, the ideal situation for a trading strategy is that stocks in the same sector are 

strongly correlated while stocks in different sectors are weakly correlated or even inde-

pendent. In this way, taking or removing positions in sector 1 will not influence the price 

of stocks that belong to sector 2. 
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3.3. Stocks prediction 

 In the prediction of a time series, stationarity is crucial as it makes it easier to 

extrapolate its future if its statistical properties remain constant over time. In Figure 9 is 

a sample of the time series (returns of stocks) that will be used to make predictions about 

stocks belonging to clusters 1 and 2. We can verify that these time series are stationary, 

as they present neither trend nor seasonality. Consequently, there is no need to apply 

transformations, such as Box-Cox transformations (Box & Cox, 1964), to make these 

time series stationary. 

 

 
Figure 9 - Sample of the time series of stock returns for cluster 1 (above) and cluster 2 

(below) 

 
 In these plots, besides the presence of stationarity, we can also observe that the 

time series corresponding to the stocks belonging to cluster 2 exhibits a greater variation 

in returns compared to the time series corresponding to the stocks belonging to cluster 1. 

This emphasizes the conclusions drawn in the previous section, where analyses of the 

obtained clusters were conducted. Additionally, we notice that the time series exhibit 

similar behaviors within the clusters to which they belong, allowing us to affirm that the 

clusters derived from the selected clustering algorithm are meaningful. 
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 Another advantage of using these stock return time series, both as independent 

and dependent variables, is that the scale is always the same. Consequently, there is no 

need to normalize or standardize the data so that they fit within a specific range. 

 Let's suppose that stock A, which has been used as an example, belongs to one of 

the created clusters. The prediction of its return in month t+1 will be made using a dataset 

with the structure presented in section 3.1. Through this structure, the prediction of the 

return of stock A depends not only on its previous returns but also on the previous returns 

of stocks that are in the same cluster as stock A. This way, it will be possible to extract 

the temporal correlations within each stock and the spatial correlations among the differ-

ent stocks belonging to the same cluster. 

 The dataset is split into two sets before the training: training and testing sets. The 

training set, typically 70-80% of the total data available, is used to build a model that 

learns from this data to identify past historical patterns. The test set, typically 20-30% of 

the data available, is used to provide an unbiased evaluation of the model on unseen data, 

i.e. on data that was not used to train the model. Next, the training set is split into k smaller 

subsets (folds) of approximately equal size, in this case, with k = 6, as shown in Figure 

10. This procedure is known as cross-validation and enables the model to be trained using 

k-1 folds as training data while the remaining data (validation data) is used to validate 

and evaluate the model. This process is repeated k times, so the final performance of the 

model is measured through the averages of the individual errors across the k folds. 

 

 
Figure 10 - Illustration of the cross-validation process employed 
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In the building of a neural network, various hyperparameters must be selected. 

These parameters encompass, for instance, the number of layers, hidden units, activation 

function, optimization function, learning rate, epochs, and window size. These parameters 

are fine-tuned through multiple experiments until the network achieves stability. Stability 

is reached when the training error plateaus, indicating that further adjustments yield min-

imal improvement. At this juncture, the network's weights are optimized, resulting in neg-

ligible changes in error. This iterative process is crucial in developing a neural network, 

as illustrated in Figure 11. 

 

 
Figure 11 - Typical workflow when building a neural network 

 

 After these multiple experiments, the LSTM architecture developed for this study 

is illustrated in Figure 12. This structure is utilized to predict the monthly returns of stocks 

belonging to both cluster 1 and cluster 2. As shown, it includes five layers: an input layer, 

three nonlinear LSTM layers, and an output layer. The input layer consists of N × W 

neurons, where N represents the number of stocks and W represents the window size. The 

three LSTM layers are employed to capture the intricate temporal relationships within the 

multivariate time series data. Each LSTM layer employs dropout activation functions in 

their output layers (dropout = 0.1) to enhance learning by randomly deactivating a portion 

of output units during training, helping prevent overfitting. Finally, the output layer is a 

fully connected layer (or dense layer) responsible for predicting the future values of the 

stocks belonging to the cluster under analysis. 

The number of hidden layers in the architecture and the number of neurons in each 

layer are determined through iterative experimentations. Beginning with one hidden 

layer, the model is trained, and its accuracy is evaluated. Subsequently, additional hidden 

layers are incrementally introduced, with accuracy evaluated at each stage. Following the 

inclusion of three hidden layers, no significant improvement in forecasting accuracy was 
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observed. Table 5 summarizes the final parameters chosen for building this neural net-

work. 

 

 
Figure 12 - LSTM architecture 

 
 
 

Table 5 - Final parameters chosen 
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Chapter 4 

 

 

4. RESULTS AND DISCUSSION 
 

 Three metrics will be utilized to evaluate the predictions obtained from the neural 

network developed in the previous chapter: MAE, RMSE, and MAPE. MAE measures 

the forecasting accuracy, providing insight into the deviation between predicted and 

measured values. RMSE computes the square root of the Mean Squared Error (MSE), 

which calculates the average squared deviation of predicted values, offering an overall 

assessment of the error magnitude. MAPE calculates the sum of individual absolute errors 

divided by the individual values separately, providing a measure of relative error. These 

metrics can be formulated as follows: 

 

 
 

Where n represents the number of observations, y denotes the vector of actual values, and 

y represents the vector of predicted values. 

 As previously mentioned, through the utilization of cross-validation, with k = 6, 

the final performance of the model is measured through the averages of the individual 

errors, across the k folds, obtained in the predictions of the validation data. Thus, in Table 

6 are the metric values obtained in each fold, along with their respective averages across 

the 6 folds. 
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Table 6 - Metric values obtained 

 
 

 In this table we can see that the calculated metrics are improving along the folds. 

In other words, the errors considered for analysis decrease until the last fold, indicating 

an improvement in the model's predictive accuracy as it progresses through the cross-

validation process. In order to make it easier to interpret whether the predictions obtained 

are good and, consequently, if the calculated metrics are good, we will use the graphs of 

Figures 22, 23, 24 and 25, which are in the Appendix, in which we can visualize a com-

parison between the predicted values and the observed values of monthly returns in the 

test set. This test set consists of the returns from the last 24 months, the equivalent of the 

last two years. 

 In the predicted returns graphs (Figures 23 and 25), we can observe that the simi-

larity in return movements among the stocks within each cluster is not as strong as the 

similarity observed in the graphs depicting the observed returns (Figures 22 and 24). 

Therefore, it can be inferred that the model faced challenges in capturing the spatial cor-

relations among the different time series within each cluster. Furthermore, comparing the 

graphs of observed returns (Figures 22 and 24) with those of predicted returns (Figures 

23 and 25), it is evident that there is not a significant similarity in return movements over 

the period considered in the test set. Consequently, it can be concluded that the model had 

difficulties in extracting the temporal correlations within each time series. Hence, the ob-

tained metrics are not particularly appealing. Moreover, as mentioned in one of the arti-

cles referenced in section 2.2 of the literature review - Vásquez Sáenz et al. (2023) - where 
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one of the datasets used in LSTM has a structure similar to the dataset used in this MFW, 

it was concluded that the results are very far from a perfect forecast. 

 Nevertheless, let us verify whether the predictions obtained from this model ena-

ble us to achieve positive returns over the period considered in the test set. For this pur-

pose, the monthly predicted returns (r) will be converted into adjusted closing prices (ac) 

using the following formula: 

 

𝑟𝑡+1 =
ac𝑡+1
ac𝑡

− 1 ⇔ ac𝑡+1 = (𝑟𝑡+1 + 1) × ac𝑡 

 

 Consequently, the buying and selling of stocks will be conducted by comparing 

the adjusted closing price in month t+1, derived from the predicted return, with the ob-

served value of the adjusted closing price in month t. The rules for this buying and selling 

of stocks are as follows: 

 

• If the predicted adjusted closing price (act+1) is higher than the observed adjusted clos-

ing price (act), then we have a buy signal (Figure 13); 

 

 
Figure 13 - Illustration of the rule to buy 

 

• If the predicted adjusted closing price (act+1) is lower than the observed adjusted clos-

ing price (act), then we have a sell signal (Figure 14). 

 

[4.4] 
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Figure 14 - Illustration of the rule to sell 

 

 This method allowed for the creation of buy and sell signals for stocks based on 

the obtained predictions. In a way, these signals result from the conversion of continuous 

values - the predicted returns by the model - into discrete values - buy or sell. It is im-

portant to note that no portfolio optimization was performed in this MFW, so all opera-

tions conducted will have an equally weighted portfolio. Thus, in Figure 15, we can verify 

whether the predictions obtained by the model created allow to obtain profits in the period 

considered in the test set. In this figure, the graph on the left shows the evolution of the 

returns accumulated in cluster 1, while the right graph illustrates the evolution of accu-

mulated returns in cluster 2. 

 

 
Figure 15 - Evolution of accumulated returns obtained in clusters 1 and 2 

 

Through these graphs, we can observe the evolution of accumulated returns over 

the period considered in the test set. At the end of the analysis period, corresponding to 
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the end of the year 2023, it is evident that the final accumulated return is positive in both 

cluster 1 and cluster 2. More specifically, after two years, a cumulative return of 15% was 

achieved in cluster 1, while a cumulative return of 54% was obtained in cluster 2. The 

fact that a higher profit was obtained by investing in stocks from cluster 2 compared to 

stocks from cluster 1 aligns with the analysis conducted in section 3.2.2, where it was 

found that stocks belonging to cluster 2 are associated with higher returns but also higher 

risks. 

 In order to try to improve these returns, a strategy will be applied and tested that 

explores the possibility that if the majority of predictions in a cluster of correlated stocks 

indicate an upward movement, then all stocks belonging to that cluster are expected to 

have an upward movement. As an example and considering that each created cluster com-

prises 12 stocks, if the predictions for 8 stocks in a cluster k indicate an upward move-

ment, and the remaining 4 predictions indicate a downward movement, then a buy signal 

will be triggered for all stocks belonging to cluster k. The same principle applies if the 

majority of predictions indicate a downward movement. 

 To implement this strategy, a count of the number of buy and sell signals gener-

ated each month will be conducted. If, in a cluster, the number of sell signals for a given 

month exceeds the number of buy signals, then all stocks belonging to that cluster will be 

sold in that month. Similarly, if the number of buy signals for a given month exceeds the 

number of sell signals in a cluster, then all stocks belonging to that cluster will be bought 

in that month. Thus, in Figure 16, we can observe the evolution of accumulated returns 

obtained through this strategy over the period considered in the test set. In this figure, the 

graph on the left shows the evolution of the returns accumulated in cluster 1, while the 

right graph illustrates the evolution of accumulated returns in cluster 2. 

 

 
Figure 16 - New evolution of accumulated returns obtained in clusters 1 and 2 
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Through these graphs, we can observe that this strategy is also profitable, as it 

enables attaining a positive accumulated return at the end of the analysis period. Further-

more, if we compare the profits obtained through this strategy with the profits observed 

in Figure 15, we can conclude that the profits obtained at the end of the analysis period 

through this strategy are greater in both cluster 1 and cluster 2. More specifically, after 

two years, a cumulative return of 32% was achieved in cluster 1 - representing a 17% 

increase in profit compared to the previous return in cluster 1 - while a cumulative return 

of 70% was obtained in cluster 2 - corresponding to a 16% increase in profit compared to 

the previous returns in cluster 2. 

 In this way, we can conclude that this strategy is beneficial because it allows an 

increase the returns obtained initially. This is attributed to the fact that stocks belonging 

to the same cluster almost always exhibit similar behavior. Consequently, it is expected 

to be advantageous to buy all stocks of a given cluster if most predictions indicate a buy 

signal and to sell all stocks otherwise. 

 To conclude this section, it is important to answer the research question of this 

MFW: "Is it beneficial to invest in correlated stocks in the short-term?" On one hand, the 

literature review conducted it was found to be beneficial from the perspective of the fore-

casting ability of neural networks, as using data from uncorrelated stocks adds noise and 

deteriorates the forecasting ability of LSTM models. On the other hand, it was observed 

that stocks belonging to the same cluster almost always exhibit similar behavior, leading 

to an increase in returns obtained through the strategy used. Therefore, considering the 

returns obtained from the methodology employed in this MFW, it can be concluded that 

it is beneficial to invest in correlated stocks in the short-term. 
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Chapter 5 

 

 

5. CONCLUSION 
 

In summary, this project aimed to apply machine learning models to develop an 

effective strategy for achieving profits in the stock market, particularly in the stocks of 

the SP500 index. The methodology used is summarized in Figure 17. 

 

 
Figure 17 - Illustration of the methodology employed 

 

Firstly, data were extracted from Yahoo Finance, and monthly returns were cal-

culated based on adjusted close prices. Next, clusters composed of stocks exhibiting sim-

ilar monthly behavior were created using the Hierarchical Clustering algorithm. An anal-

ysis of the created clusters revealed that stocks belonging to cluster 3 have higher risks 

and lower returns compared to stocks belonging to cluster 1. Consequently, for good risk 

management, it was decided to discard investment in stocks belonging to cluster 3. There-

fore, we proceeded with 2 clusters, where cluster 1 was associated with low-risk stocks 

and cluster 2 was related to high-risk stocks. Next, in section 3.3, monthly returns of the 

stocks belonging to these clusters were predicted using an LSTM. In the LSTM architec-

ture building, several hyperparameters had to be chosen. This selection was made through 
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multiple experiments. Finally, an analysis of the predictions that were obtained was con-

ducted. In this analysis, it was found that the created model struggled to capture both 

temporal and spatial correlations. Nevertheless, both clusters achieved profits after con-

verting the predicted continuous values into discrete values - representing monthly buy 

and sell signals for stocks. To conclude, a strategy was tested to mitigate the potential 

impact of incorrect predictions. This strategy involved buying all stocks of a given cluster 

if most predictions indicated a buy signal and selling all stocks otherwise. Analyzing the 

results obtained from this strategy, it was found that it increased profits in both clusters. 

This underscores the fact that stocks belonging to the same cluster almost always exhibit 

similar behavior. Therefore, it was possible to increase profits in both clusters. As a re-

sponse to the research question posed in this MFW, we can conclude that it can be bene-

ficial to invest in correlated stocks in the short-term. 

While long-term investment may benefit from diversifying the portfolio with un-

correlated stocks, short-term investment, as we have seen, may benefit from diversifying 

the portfolio with correlated stocks with the aid of machine learning algorithms. In fact, 

if we aim for long-term investment, then in my opinion, investing in uncorrelated stocks 

is advisable. On the other hand, if we intend to invest in the short-term, then it makes 

more sense to invest in correlated stocks that exhibit similar behavior. However, this 

short-term investment is associated with higher returns but also with higher potential 

losses. Thus, these two investment alternatives depend on the investor's profile, that is, 

whether the investor is willing to make short-term investments associated with higher risk 

or prefers long-term investments associated with lower risk. 

Thus, the strategy developed in this MFW has potential for investors who prefer 

to take higher risks in their investments, aiming to potentially achieve greater returns in 

the short-term. In the future, it is important to update the created clusters regularly, as the 

goal is to have clusters with stocks that are currently correlated rather than clusters with 

stocks that were correlated in the past but are no longer. Additionally, the LSTM model 

should be run monthly with updated data to obtain predictions for the next month. 

 In terms of aspects for improvement to be developed in the future, there are sev-

eral avenues to explore. As demonstrated in the literature review, there are currently var-

ious strategies in which different machine learning algorithms are used to predict stock 
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market behavior. The strategy developed in this MFW was inspired by these reviewed 

articles, but exploring other articles may reveal additional interesting ideas. 

 There are several datasets that were exported from Yahoo Finance, in section 3.1, 

but were not used in this project. Perhaps the use of this data could provide more relevant 

information for the model to learn existing patterns in the data and, consequently, to make 

better predictions. There are also other types of data with potential, such as tweets and 

financial reports, which allow for sentiment analysis. This sentiment analysis is associ-

ated with a more fundamental perspective that would also be interesting to explore. 

 In addition to experimenting with other data, it would also be important to exper-

iment with other hyperparameters and to evaluate in more detail the impact of each of 

them on the metrics obtained from the predictions made by the model. Despite the profit 

obtained in the previous chapter, it was concluded that the metrics obtained were not the 

best. Therefore, it is essential to re-evaluate the structure of the neural network and iden-

tify where adjustments could be made to better capture the existing temporal and spatial 

correlations in the data used and consequently improve the metrics obtained. 

 It would also be interesting to analyze the results obtained from predictions for 

another time-period. For example, instead of monthly predictions, make weekly or daily 

predictions. On the one hand, it would be possible to increase the number of observations 

for the algorithm to train on, which could result in a better model. On the other hand, it 

would be necessary to update the data and run the LSTM weekly or daily. Since this 

project focused on monthly analyses/predictions, it is only necessary to have this data 

update and to run the LSTM on the last day of each month. 

 Lastly, for effective risk management, it would be interesting to optimize the port-

folio to achieve a good risk-return balance. In this trade-off, ratios that calculate a measure 

of return per unit of risk are very popular: sharpe ratio and information ratio. With the 

help of these ratios, it would be possible to effectively optimize the portfolio by selecting 

weights for a given set of stocks to minimize risk, measured as the standard deviation of 

returns for a given expected return. In the end, the goal is to maximize the return and 

minimize the standard deviation (volatility/risk). 
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APPENDIX 

 

 
Figure 18 - Dendrogram illustrating the merging of individual stocks based on their rel-

ative distance 

 

 
Figure 19 - Correlation matrix for cluster 1 
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Figure 20 - Correlation matrix for cluster 2 

 

 
Figure 21 - Correlation matrix for cluster 3 

 

 
Figure 22 - Observed returns in the test set for cluster 1 
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Figure 23 - Predicted returns in the test set for cluster 1 

 

 

 
Figure 24 - Observed returns in the test set for cluster 2 

 

 

 
Figure 25 - Predicted returns in the test set for cluster 2 


