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GLOSSARY 

 

AMQP - Advanced Message Queuing Protocol 

DDL - Data Definition Language 

ETL - Extract, Transform, and Load 

FTP  - File Transfer Protocol 

IAM – Identity and Access Management 

IDE - integrated development environment 

JMS - Java Message Service 

MQTT - Message Queuing Telemetry Transport 

RAM - Random Access Memory 

SQL - Structured Query Language 

STOMP - Simple/Streaming Text Oriented Message Protocol 

TCP/IP - Transmission Control Protocol/Internet Protocol 
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ABSTRACT 

As the technology boom of the last decades has led to a much higher availability of 

data, companies can leverage it to make better business decisions. There are tools and 

techniques available to work with large amounts of data but this report focuses on 

studying one particular tool: Microsoft Azure. With it, a framework for processing big 

data was implemented with the objective to explore the tools of one of the most popular 

cloud services and develop the most effective architecture maintaining cost-effectiveness 

and the restraints of the project. 

The digital ecosystem of Microsoft Azure is extremely extensive and complex, so 

only the relevant concepts and tools were explored, namely Databricks, Synapse 

Analytics, Data Factory, WebJobs and Storage. During this process a greater 

understanding of Microsoft Azure elements was gained, both for their applications and 

limits. 

After the exploration phase, the Architecture defined was implemented that included 

the entire of the big data processing lifecycle and, following the entry of the framework 

into production, multiple possible improvements were found that can be either 

implemented or further researched. 

 

 

Keywords: Microsoft Azure, Big Data Framework, Data Lake  
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INTRODUCTION 

 

The current technologic landscape has led to an explosion of data generated and 

collected by organizations. This data is arriving faster, in more diverse formats and in 

much bigger sizes than before, hence the name of “big data” (Cukier & Mayer-

Schoenberger, 2013). This has fundamentally changed many organizations and created a 

new, growing business area to directly deal with this new world. 

On the surface, it may appear as a clear advantage, but only if the data is effectively 

leveraged to become knowledge, otherwise it can cause damage to the state of an 

organization (Manyika et al., 2011). The reason for this is that valuable information can 

be understood incorrectly, and incorrect assumptions can be treated as truth, leading to 

mistakes in business decisions. 

To avoid the threat of mishandled data, companies must implement frameworks to 

organize the data, which is a theorical structure that serves as a guideline to support the 

implementation of the architecture necessary to develop the project. In this case, 

framework is the theoretical concept, and the architecture are the tools used 

Naturally, companies' goals, available resources, and the type of data they manage all 

influence the frameworks they use. As a result, a new architecture needs to be created 

whenever a new project is started. In this case, the goal is to build a big data process 

platform that will be developed on the cloud, most specifically, using Microsoft Azure 

services. 

The cloud is a collection of software and servers accessible only over the internet, 

regardless of location, to offer applications and processing power to any user with internet 

access (Hugos & Hulitzky, 2010). The cloud has already been the choice of many 

companies (Manjoo, 2016), and one of the biggest cloud service providers on the market 

is Microsoft Azure (Reno, 2022).  

This project will then offer an insight into some of Azure’s resources, by developing 

a detailed data processing framework with Azure resources, when possible. As this is a 

complex process, with many concepts, the report focused on the tools and characteristics 

and behavior of the tools and not specifically on the code that will be written for the data 

transformation. 

To do this, firstly a brief explanation of the concepts surrounding big data and 

processing will be given, as well as of the tools used to create the architecture. Finally, 
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the description of how each of those tools were used in the architecture and how it may 

be improved postproduction. 

1.1. The Company 

 

In the current situation of the market, organizations have access to their data and the 

tools to leverage the data, but many are missing the individuals who possess the expertise 

and skills to effectively use the available resources. As there is a need in the market, there 

are those who fill it, in this case, organizations specialized in using those tools to harness 

the data’s potential (“How Data Analytics Are Changing the Consulting Industry,” 2018). 

One such company is Link Redglue, whose core mission is to create technological 

solutions and products that enable organizations to derive genuine value from all 

dimensions of their data resources, shown in Figure 1. It focuses on three expertise areas, 

which are, data foundations, advanced analytics, and artificial intelligence. The basis of 

all the work is the data foundations since the company believes that continuous value can 

only be achieved with solid technical and financial foundations. 

Only then can the other areas be implemented. advanced analytics, which is real time 

analytics to equip decision-makers to make data-driven decisions, and artificial 

intelligence, where Link Redglue focuses on empowering a company’s best asset: its 

people, and elevate human intelligence with the tools available. 

 

LEVERAGING DATA

Data Services

Real Time Analytics

Data Visualization

Business Intelligence

Data Science

Predictive Analytics

Deep Learning

Cognitive Intelligence

Data Architecture

Data Engineering

Data Ops & Automation

Security

Governance

LEVERAGING 

DATA

Figure 1 - Levels of Leveraging Data 

Source: https://linkredglue.com/leveraging-data/ 
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1.2. The Team 

The team for this project was comprised of four professionals, one of them being the 

project manager, who is necessary to successfully manage project risks, find a balance 

between technical and managerial responsibilities, and handle interpersonal interactions 

within the project organization (Wilemon & Cicero, 1970).  

Then, the Senior Consultant, a highly skilled team member, makes sure that the 

architecture is planned to meet the project's goals and satisfy the client's requirements. 

Additionally, the senior consultant advises the two junior data engineer analysts on how 

to implement the framework in the most effective manner possible, ensuring that the 

project is successfully completed, in the most efficient and correct manner. 

 

1.3. Objectives 

Microsoft Azure can be overwhelming to a new user trying to understand the plethora 

of services it provides, for example, Azure offers four different types of storage accounts, 

(Microsoft, 2023l) and seven different types of storage services (Microsoft, 2023i), each 

one designed for slightly different uses and data objects.  

This is the case with many of their products, and although it means that Azure offers 

so many solutions for varied problems, different tools accomplishing similar tasks can 

lead to confusion and less efficient choices. Nevertheless, the benefits that can be derived 

from the use of Azure tools greatly outweigh the challenges it brings, if used correctly.  

By designing an infrastructure for Big Data analytics and processing using Microsoft 

Azure resources this report intends to allow for a better understanding of some of the 

relevant elements of the cloud provider. 
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2. LITERATURE REVIEW 

The field of Big Data is relatively new, the term “Big Data” only gained momentum 

at the beginning of the century, due to this, there are many concepts that are not agreed 

upon by the scientific community. However, the impact and importance of understanding 

it and all of its elements are universally recognized. (Mayer-Schonberger & Cukier, 2013) 

 

2.1. Big Data 

Even though the concept of big data is challenging to narrow down, many describe it 

as data sets of a large size, that cannot be processed using traditional tools (Ohlhorst, 

2012). To better characterize this concept, there are four commonly accepted dimensions 

of Big Data: Volume, represented by a large amount of data; Variety, because there are 

many more sources of data, in many formats, both structured and unstructured; Velocity, 

as data to be created in real-time, faster than ever and Value, which is the certainty that 

data has enough quality to derive knowledge from it (Iafrate, 2015).  

Some authors also include veracity, making it 5 V’s, which is “an indication of data 

integrity and the extent to which it can be trusted for analytical and decision-making 

purposes” (McNeely, 2015, p. 3). 

Due to the technological and conceptual characteristics of this field, professionals 

need very specific skills, and in this area, there are three types of specialized 

professionals: data analysts, data engineers, and data scientists. 

As with most concepts in this area, not all studies agree on the competencies of the 

data professionals but in general they are: data analysts, or business analysts, who focus 

on analyzing data and extracting insights from it, and data scientists, who use statistical 

and machine learning techniques to create models that can forecast future outcomes 

(Handfield, 2022). In contrast, data engineers are responsible for designing and 

maintaining the infrastructure that enables data to be processed (Mason, 2018). 

 

2.2.  Big Data Framework 

The development of a big data framework is the construction of a structure to support 

the extraction of information from data. It can be split into three phases: data 

consumption, processing, and analysis or interpretation (Muan Sang et al., 2020). 
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The first phase must resolve the question of how to get the data into the necessary 

location. Even before working on any of it, data engineers must make sure they have 

access to the right data, on time. These two characteristics are necessary because if the 

data is not correct it will lead to misleading conclusions, or its value can be obsolete if it 

takes too long to be consumed. 

Then, the data processing can be started, the first step is cleaning it to deal with errors 

or format incompatibilities and after this is concluded, the following transformations 

depend on the objectives of the project and working environment. This second phase is 

the most critical, requiring not only a thorough assessment of the available data to 

understand it but also the necessary business knowledge to carry out this phase. Any 

mistakes will negatively impact the output and may result in inaccurate data. 

Finally, to get the knowledge and value to justify the cost and time of wrangling data, 

analysts must use visual or mathematical tools to present the information in a way that it 

can be used and understood by the final users. This is when information, which is the 

simple facts, is turned into knowledge, which is the understanding of a subject. 

The design should not be done for a one-time operation, one of the main 

characteristics of big data is it is produced in a continuous and rapid manner. therefore, 

this process needs to be built to assure that it is mostly automatic. 

 

2.3.  Cloud 

 Cloud is an omnipresent reality in enterprise culture, the O’Reilly  2021 report on the 

use of the cloud by organizations found that 90% of respondents use the Cloud in some 

form, with the three cloud industry tycoons being Amazon Web Services, Microsoft 

Azure and Google Cloud, in this order (Loukides, 2021). This migration to the cloud is 

due to the many advantages it brings to organizations that are necessary to survive in the 

highly competitive technological landscape. 

Azure defines the cloud as an ample collection of remote servers that “are designed 

to either store and manage data, run applications, or deliver content or a service” 

(Microsoft, 2023p) as opposed to physical servers or locally installed software. Although, 

some literature differentiates the terms “cloud” and “cloud computing”, assigning the 

previous definition to the latter term, and the cloud is the entire internet (Rittinghouse & 

Ransome, 2009). In this work, both terms are used interchangeably.  

The services provided in the cloud fall into three different categories Software-as-a-

service (SaaS), Plataform-as-a-service (PaaS), and Infrastructure-as-a-Service (IaaS). 
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IaaS is the most basic type of cloud computing. Only the data center environment is 

provided, which is the ability to store and process data in the cloud. PaaS is the 

environment where developers can create applications, and SaaS provides the application, 

which are hosted in the cloud (Hugos & Hulitzky, 2010). 

The main appeals of the cloud are the immediate access to the tools a project requires, 

without the need for costly and time-consuming investment in physical servers and the 

scalability, meaning businesses can augment and decrease the resources it consumes, with 

only the cost of what it uses (Sharma, 2018). Additionally, the cloud allows for an 

improvement in cooperation between all members of the company because users are 

given access to the same resources regardless of location or operating system. 

Naturally, there are some limitations that organizations must be aware of: security and 

trust are significant worries (Indu et al., 2018) By design, data is kept in servers that are 

controlled by the cloud provider, not the company, and the only way to access it is through 

the cloud, therefore, cybersecurity is an important investment for cloud providers. 

Organizations must also accept a loss of control in the infrastructure of their 

framework. Even though most cloud services are very flexible, there are always features 

that will be defined by the provider which must be accepted, for example VM sizes are 

limited according to region and it’s not possible to create custom VM sizes (Microsoft, 

2023m). 

 

 2.4. Microsoft Azure 

 Microsoft Azure, the second largest cloud service in the market (Reno, 2022), is 

a platform with a collection of cloud services that provide an off-premises infrastructure 

to store, manage and leverage data created by Microsoft. It has characteristics similar to 

its competitors, namely, it is a pay-as-you-go service that offers a myriad of cloud 

applications, but its uniqueness makes it the best choice for certain situations. 

 The types of services Azure offers are cloud services from all different models: 

IaaS, PaaS, and SaaS. All these resources are created to help businesses to overcome their 

challenges through cooperation, using the latest cloud technology. 

One of the characteristics that differentiate Microsoft Azure is the brand that created 

it: Microsoft, whose products dominate many markets. For example, Office 365, a 

collection of Microsoft’s most used tools, like Word and Excel. According to the 

company, in the second quarter of 2022, they had 56 million (Microsoft, 2023g) non-

commercial subscribers for Office 365, likewise, in another domain, 90% of .NET 
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developers surveyed use Microsoft Visual Studio as their tool of choice (Stack Overflow, 

2020).  

Many Microsoft Azure resources can integrate perfectly with other Microsoft 

products, notably, Azure offers complete integration with Microsoft 365 (Microsoft, 

2023c). Consequently, companies that already use a large amount of Microsoft products 

may benefit from choosing the same brand Cloud infrastructure.    

Microsoft Azure is also at the forefront of cloud security, a crucial functionality for 

most companies. It offers IAM (Identity & Access Management) which “guarantees 

security of identities and attributes of cloud users by ensuring that the right persons are 

allowed in the cloud systems” (Indu et al., 2018, p. 575). This implies that administrators 

give each user access to only what they need and logs of who uses each resource. 

Furthermore, Microsoft has an interest in open-source projects (Campbell, 2020), and 

although not all Azure technologies are open-source, a big amount of its software and 

resources offers are. For example, Apache Spark, the language used normally in the Azure 

Databricks environment is an open-source language. This detail can be beneficial for a 

company to not be dependent on Azure, as it can be more easily migrated to other 

providers or on-premises infrastructure. These open-source tools also are inclined to be 

favored by developers because they have a bigger community working on them that 

provides documentation and explanations. 

 

2.5.  Data Lake Architecture  

The data lake is a data repository allows to keep all data received as all raw data is 

saved, both in structured, unstructured, or semi-structured formats. In big data projects, 

this is essential because it makes it possible to derive insight from past and current data 

and do exploratory analysis when necessary.  

Due to its nature, a strong and logical architecture is necessary to keep the value of 

the data, otherwise, data can become hard to find and understand. As a result, data lakes 

must have a logical structure. This structure and the names given to its elements can vary 

slightly but, in general, data is kept in three different layers, depending on its 

characteristics and processing stage: Raw, Processed, and Curated. 

The raw or staging layer is where data lands after it is ingested, it has no or minimal 

transformations (Gorelik & Safari, 2019). Afterward, the processing or enriched layer, as 

the name explains “contains cleansed, enriched, and otherwise processed versions of the 
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raw data” (Gorelik & Safari, 2019, p. 136). Finally, data is consumed from the Curated 

layer, where it is optimized for analysis and exploration. 

 

2.6.  Scrum 

 Often an overlooked element of a project, the management of the tasks and 

personnel is imperative to the success of any project. This stage consists in the use of 

organizational skills and business knowledge to organize the workload, balancing the 

time, financial and human constraints in order to deliver the agreed goals (Mantel et al., 

2011). 

There are many management frameworks that must be chosen in accordance with the 

requisites of the work. Scrum is a project management methodology that opposes 

traditional frameworks by utilizing observable facts and cooperation to make decisions. 

In general, teams iteratively observe the state of their project to examine what needs to 

be completed and what has been accomplished and together they decide on how to 

proceed (International Scrum Institute, 2019). 

More specifically, the project is split into sprints of the same length and on the first 

day of each sprint, a Sprint Planning takes place, in which the team and the product owner 

who “represents the voice of the customer” (Pries & Quigley, 2010, p. 52) define tasks 

and assign to them a priority and a duration estimation. 

In addition to this a daily meeting is meant to update the team in what is moved to the 

to or from the sprint backlog (the tasks that have not or have been completed), what tasks 

are active and what problems have been found.  
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3. TOOLS AND TECHNOLOGIES 

The architecture explained in further sections  makes use of a variety of tools, the 

majority of which can be used for many different objectives. In this next section they 

are explained, although, as some have varied functionalities and are highly 

customizable, only the relevant features will be detailed. 

 

3.1. Azure Storage 

In order to gather long-lasting knowledge from the process of wrangling data, it is 

necessary to retain it, this is the base of any framework: the data storage. Azure offers 

four types of storage accounts: Standard general-purpose v2, the most commonly used, 

and three types of Premium accounts which are designed for high-performance and high-

transition applications (Microsoft, 2023l). 

There are six Azure storage services, but due to the objective of this project, only the 

Blob storage will be discussed because it is optimized for large amounts of unstructured 

data (Microsoft, 2023j) and is the base of Azure Data Lake Storage Gen2 which is “set of 

capabilities dedicated to big data analytics, built on Azure Blob Storage” (Microsoft, 

2023b). 

According to Azure, the Data Lake Storage Gen2 improves on the Blob storage in 

areas of performance, management, and security. One of the improvements is the 

organization of files in a Hierarchical Namespace. This means that directories are 

organized similarly to a file computer system with folders (named containers) and 

subfolders (directories). Additionally, due to being derived from Blob storage, it also has 

the same benefits of scalability, since it allows for automatic augmenting of storage space 

and cost efficacy (Microsoft Azure, 2023). 

 

3.2. Webjob 

Another one of the resources that Microsoft Azure offers is the App Services: a 

Platform as a Service (PaaS) “for hosting web applications, REST APIs, and mobile back 

ends” (Microsoft, 2023a) in a variety of programming languages. 

A WebJob is a component of an App Service that can run a script either continuously 

or when it is triggered (Microsoft, 2022b). It supports python and Java files, but most 

importantly, it is possible to develop a .NET Core console app in Microsoft’s Visual 

Studio and deploy it as a WebJob (Microsoft, 2022a), making development easier by 
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allowing users to write their code with an IDE (integrated development environment) they 

are familiar with, where they can test their code before Implementing it. 

The chosen software framework is .NET, which is made by Microsoft to be an open-

source tool for the creation of multiple types of applications (Microsoft, 2023o), these 

apps can be written in C#(C sharp), F#(F sharp) and Visual Basic (Microsoft, 2023k).  It 

has been ranked “as the #1 most-loved framework on the Stack Overflow Developer 

Survey for three years in a row (2019, 2020, and 2021)” (Microsoft, 2023q) because it is 

fast and it offers common and standard-use libraries, APIs and 300 000+ expansive 

packages to help development with the .NuGet package manager (nuget, 2023). 

 

3.3. Apache Spark  

 Introduced to the public in 2014, Apache spark is an open-source big data 

processing framework that quickly became one of the most popular processing engines 

due to its speed and capacity to handle large amounts of data.  

 There are many reasons it is so often chosen as the engine of choice for data 

processing, firstly it “revolves around the concept of a resilient distributed dataset (RDD), 

which is a fault-tolerant collection of elements that can be operated on in parallel” 

(Apache Software Fundation, n.d.), this results in faster processing times.  

Also, “Spark supports in-memory computing, that enables it to query data much faster 

compared to disk-based engines such as Hadoop” (Ghaffar et al., 2015, p. 7). In-memory 

processing refers to a computing technique where data is loaded and processed entirely 

in the computer's RAM (Random Access Memory) and avoids “moving data from 

memory to CPU” (Ghose et al., 2019, p. 3:1), which can be time intensive. 

Spark provides a wide range of high-level APIs in different programming languages, 

including Scala, Java, Python, and R (Apache Software Fundation, n.d.), allowing for 

users to benefit from cluster computing with standard programming languages. Overall, 

Apache Spark is a powerful and flexible tool for performing big data processing tasks that 

can scale to handle massive datasets and complex analytical workloads.  

  

 3.4. Databricks 

 Databricks is a platform based on Apache Spark for processing big data (Ghodsi, 

2017), it is an open-source data wrangling engine that integrates multiple languages to 

allow faster, big data processing on computer clusters. 
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Databricks is composed of five main elements: the workspace, “that functions as an 

environment for your team to access Databricks assets” (Databricks, 2023) where the 

team collaborates in writing code, since it is where the notebooks are located, then, 

clusters a “set of computation resources and configurations” (Microsoft, 2023e), that are 

necessary to run code in Azure Databricks, and behave similarly to a virtual environment. 

Jobs, which are area automated tasks that can be configured on a cluster, and finally, 

Libraries, that are installed on a cluster and installed every time they are booted up.  

Data Scientists and engineers can create notebooks in Databricks to connect to their 

storage account and afterwards process and transform data stored in Azure Storage, with 

Spark or other common tools such as SQL or Python. 

 

 3.5. Data Factory 

The Azure Data Factory allows the user to create workflows to automate and organize 

big data processing and transformation (Microsoft, 2023q). These workflows are built 

with an intuitive drag-and-drop interface and defined as pipelines, which are “logical 

grouping of activities that performs a unit of work” (Microsoft, 2023h) that can extract, 

transform, and load data from various sources into destinations for analysis. 

It can ingest data from a wide range of data sources, including some that are exterior 

to Microsoft Azure, it also has monitoring and alerting capabilities to help track and 

manage pipelines with ease. 

 

3.6.  Azure Synapse Analytics 

Azure Synapse Analytics is a cloud-based data warehousing and analytics platform, 

it incorporates SQL and Spark technologies and allows integration with other Azure 

services. Significantly, files stored in delta tables in the data lake can be explored in 

Synapse SQL with no barrier between the two different technologies. Additionally, 

Synapse allows some of the same actions as Azure Data Factory, such as data ingestion 

and automated ETL processes (Microsoft, 2022d). 

Users analyze data in different types of pools, dedicated or serverless, the latter, 

according to Microsoft “is a distributed data processing system, built for large-scale data 

and computational functions” (Microsoft, 2022c) it is automatically scaled and the user 

only pays for the resources they actually use, on the other hand Microsoft describes a 

dedicated SQL poll has a “analytics service that brings together enterprise data 
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warehousing and Big Data analytics” (Microsoft, 2023n) whose size must be scaled 

manually. 

 

 3.7. Azure Devops Services 

Azure DevOps is a cloud platform that offers a range of tools for software 

development and project management, it can be divided into DevOps Server and Services, 

the first is an on-premises application and the second, which will be used in this project, 

“provides a SaaS-based offering to manage the end-to-end DevOps life cycle” (K K, 

2020, p. 10). 

Azure DevOps Service has five main components: Boards, a project management 

tool, Repos (repositories) that allow teams to store and manage their code, Test Plans, a 

tool to track manual and automated tests, Artifacts, for library packets management and 

Pipelines which are to automate builds, tests and deployments to various platforms. Many 

of these components also integrates with other tools and services such as Visual Studio, 

Azure and GitHub (K K, 2020). 

  

3.8.  Data Origins 

 In this project, data will originate from two locations, a message broker, of the 

type ActiveMQ Artemis, created by the Apache foundation, and from an FTP server. 

ActiveMQ Artemis is an open-source message broker, written in Java, that is designed 

for the transaction of messages between different systems where the sender and the 

consumer are disconnected (Apache Software Foundation, n.d.). 

The messages are sent to a topic or queue, then the consumer subscribes to it using a 

messaging protocol (a predefined way to exchange data between applications). In 

layman’s terms, the message broker is the courier which receives the messages, and the 

messaging protocol is the way to open the door to reach those messages. The protocols 

currently supported by Artemis are JMS, STOMP, MQTT, and AMQP, the project will 

use Advanced Message Queuing Protocol (AMQP). 

File Transfer Protocol (FTP) is the protocol to copy files from on host to another 

location, it is based on TCP/IP which are communication protocols between different 

servers or computers. FTP uses two different connections for data transfer and for control 

commands, making it more efficient than other transfer protocols (Forouzan & Fegan, 

2002). 
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3.10  Power Bi 

 Power BI is a self-service business analytics service developed by Microsoft that 

allows users to connect to a multitude of data sources and create dashboards and reports 

to gather insight from their data. These reports can then be shared and access through the 

cloud. 
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4. DETAIL OF WORK 

This big data framework was developed with the Microsoft Azure environment, 

taking advantage of the seamless integration between the various tools it offers to 

complete the process and to allow the team to work in cooperation and simultaneously. 

The project included the creation of a persistent architecture to gather and process data 

that will be stored in the tables of a relational model for end users to explore. 

To start the process, there are initial actions that are standard for any project of this 

type, for instance, there were two environments, the production environment, and the 

development environment, the latter is where all the framework was designed and built, 

and the production was simply a copy of it: a duplicate of all the development resources.  

Any debugging, improvement or other changes were first be tested in development, 

and when approved, they were be implemented in production. This report will describe 

the development environment as the creation of the production environment is simply a 

repetition of the same actions. 

 

4.1. Project Planning And Management 

Throughout the project a team needs a way to organize itself and its daily objectives, 

no matter the skill of its members. Therefore, a method of management is necessary, in 

this project, it is Scrum, “an iterative software engineering process to develop and deliver 

software” (International Scrum Institute, 2019, p. 13). 

In this process, tasks were defined by and assigned by the Scrum team, in cooperation 

with each other the team divided the workload into smaller tasks, organizing them by 

priority. The project was divided into sprints, in this case, 6 sprints of two weeks as shown 

in figure 2, and in each new Sprint, tasks were assigned and defined, the previous Sprint 

was discussed, and the finished tasks were added to the Backlog. Each day, in the Daily 

Scrum, the team met to discuss advancements and problems in the development of the 

project. 

Azure DevOps was the tool used to help with this job, specifically, the Boards help 

manage the state of the tasks, because of its visual, drag-and-drop interface for creating 

tasks, and with it, the team characterized the tasks as backlog, active, or resolved. These 

statuses change along the development of the project when new information is given 

during the daily meetings. 
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Figure 2 - Sprint Calendar 

 

 

4.2. Architecture  

As the provider of choice was Microsoft Azure, all the tools that can be chosen were 

Azure resources, when possible, or Microsoft products as it made integration between 

tools easier, as shown in the image below. Azure provides various resources, many of 

them with similar purposes, so, the choices on what to use in this specific project were 

made based on how simple the tools are to use and how well they apply to the specificity 

of the immutable elements of the project. 

The data was gathered through an FTP server and a message broker, because these 

tools have different characteristics, they were ingested with different resources. Data 

factory already has a functionality to connect to FTP servers, and the tool was used further 

along the project, and, the fewer resources are used, the lower the cost can be and the 

simpler the architecture is. Azure has no direct connector to ArtemisMQ and it must 

therefore be done with a code that is continuously ingesting data, therefore, a WebJob 

was the choice to run the script. 

All data was stored in a Data Lake Gen2, both in its raw and curated forms because, 

as mentioned before, it is a storage type specifically designed for big data analytics and 

it’s a cost-effective solution allowing enterprises to store large amounts of data.  

Treating, cleaning, and processing the data was done in Databricks, it is an organized 

way to process big data, the notebooks can be easily connected with the storage account, 

and it is optimized for spark programming, which is faster and gives many options of 

resources to program with. These notebooks were run periodically with pipelines created 

in Data Factory. Finally, to give access to end-users to the data a synapse analytics 
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serverless pool is used to connect to applications outside of Azure, like Power BI, for 

visual data analysis. Figure 3 shows what was explained previously in a simplified 

manner. 

 

 

4.3. Setting up the environment 

All software offered in Azure is called resources, and it must be organized under 

“resource groups”, it can be compared to a general folder for a project on a computer, 

where all the instances of each application used were kept, so, all sources in the 

development environment were stored in the same resource group. 

The Resources for each environment were stored under the same resource group, 

therefore, there were only two, one for development and another for production, as 

mentioned before they are copies of each other, unless a change is being tested in 

development. 

Figure 3 - Framework Architecture 
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After the resource group was created, the second most important is the storage 

account, which was set up as a Data Lake Gen2. This account only has one container for 

all data and this container data is distributed in five directories pictured in Figure 4: RAW, 

PROCESSED, CURATED, HISTORICO and CTRL. The first three have been 

previously explained, the HISTORICO is where the data gather before the start of the 

project is kept, and the CTRL is has the information for controlling pipeline processing. 

Then, another resource of the type Azure App Service was created and it is where the 

Web Job is hosted. Then, the Databricks and Data Factory were created, both need 

elements to be set up, the Databricks cluster and linked services in Data Factory, to access 

the FTP, server which will be explained in other sections. Finally, in Azure Synapse a 

serverless SQL pool was created. 

 

4.4. Data consumption 

In this project there are two sources of data, Apache ActiveMQ Artemis and an FTP 

server, this was defined by the client, and therefore cannot be replaced. The velocity of 

data coming from Apache Artemis is much higher than the one in the FTP server. 

The Artemis connection was designed to be continuously sending near real-time data 

to storage and the FTP holds historical data and other types that are updated less 

frequently. Due to their different nature, the data in each of these mechanisms was moved 

to storage in different ways, to adapt to its peculiarities. 

 

Figure 4 - Storage Account 
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4.5. Connection to Artemis 

As the messages coming from the broker arrive constantly, the first challenge was to 

send them to the RAW folder, for this, the process is more complicated than the 

connection to the FTP server.  

The connection was made with a .NET script written in Visual Studio, the choice of  

IDE (integrated development environment) is due to the compatibility of Visual Studio 

and Microsoft Azure. The .NET framework is justified by the existence of client libraries 

both for connecting to azure storage and the message broker. 

At first, the script connects to azure storage with the NuGet Azure storage client 

package (Microsoft, 2023d),  then, it must connect to Apache Artemis with the AMQP 

protocol, also with a NuGet client. At this moment, the application is receiving the 

messages, and every five minutes, they are sent to the designated storage folder.  

 

4.6. Copying from the FTP Server 

As stated before, the FTP server keeps historical data and data that is updated daily or 

yearly. Both types of data are copied using Data Factory, with different pipelines.  

As mentioned before, data factory has a functionality to directly connect to an FTP 

Server. Before creating the pipeline, a new linked service is created which is a connection 

between azure and an external resource, the server (Microsoft, 2023f), And with that, it 

is possible to create pipelines to copy the necessary data into specific folders defined by 

the user, as it can be shown in the image bellow.  

To briefly explain figure 5, in this case, the pipeline reads the files inside a specific 

folder, then it reads the metadata to know when they were added and iterates through 

them to only select the ones whose date is greater than a variable with the timestamp with 

the last time the pipeline was run. Finally, a new value is set for that variable with the 

new timestamp. This is triggered yearly and daily. 

 

 

Figure 5 - Pipeline to copy historic data from FTP server 
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The pipeline for copying historic data is much simpler, as  it is only a copy from folder 

task and triggered manually since it is done only once. 

 

5. DATA PROCESSING 

5.1. Setting up the Cluster 

When raw data is entering into storage, it is finally possible to transform it into 

information. This is by far, the most complex part of the process, with many steps, but, 

before any line of code is written, the characteristics of the cluster must be defined, these 

are dependent on the details of the project.  

When creating a cluster, it already has default values for every configuration, in the 

case of this project a few details are important to change, access mode must allow all 

users with access to this node to be able to use the cluster as this is a team project and 

many worked in the same environment.  

The runtime version was kept at the latest available at the time of creation, unless it 

is a beta version. The worker type is standard, since it is not necessary an extremely big 

processing capacity, these details were subject to change in the duration of the 

development of the project, since only during that time it is possible to see if the 

configuration fits the necessities of the project. In the case of this project that was not 

necessary. 
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After the cluster was deployed, with the characteristics shown in figure 6, all 

necessary libraries were installed directly in the cluster, this is similar to a programming 

environment, so the libraries will be installed when the cluster in booted up and all 

notebooks can use them. 

 

5.2. Databricks Notebooks 

Before writing in the notebooks, organization is a requisite to build a valuable 

framework, so the notebooks were distributed into 8 sections pictured in figure 7:  

In the COMMON_HEADER, notebooks are called at before all other notebooks, 

because its where a library of common functions and variables are defined and its where 

the connection with the storage account is done so that it is possible to read, move and 

delete files and data in the data lake.  

Cluster Name

Cluster Name

Figure 6 - Cluster characteristics 
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DDL is where the tables and defined are defined, and then created, these notebooks 

are only run once. There are subfolders is this case for the “prepared” model and “curated” 

tables, even if they are the exact same, they are duplicated in the two models. In the RAW 

folder each notebook ingests one type of data that can come in varied formats and then 

that data is formatted into delta tables with minimal transformations to the data itself. This 

is done to make processing faster since delta tables are faster to read and write in the next 

steps.  

The notebooks in the PROCESSED folder are a continuation of work of the RAW 

folder, the needed transformations are applied, and data is inserted into the prepared 

model. Finally, data is copied from the processed layer to the curated, these scripts are 

written in the CURATED folder. 

To process historic data, there is a separate folder, the HISTORICO, this is necessary 

both for organizational purposes and because many times historical data come in different 

formats, or it has already been processed, therefore the notebooks read the files, transform 

them and insert them directly into the processed model. 

ON_FAIL is an additional folder where notebooks are only run when there is an error 

in the pipelines, this will be explained further along. Finally, EXPLORATORY, is where 

developers can test any code or do analysis on the models, it is, as the name shows, a 

place to store scripts that explore the environment or changes to be made. 

  

 

 

Figure 7 - Databricks Workspace 

r 
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5.3. Pipelines in Data Factory 

 With all the notebooks ready to run, it is possible to automate the process, with 

the drag and drop interface of Azure Data Factory. One pipeline for each notebook is 

created, those are in turn aggregated in a parent pipeline for each type of data, in sequence 

of raw, prepared and curated. Because of the interdependence between them, a new 

notebook is run only when the other was successful, if there is a failure, its logged with 

timestamp and a trigger id, and the notebook will try to process it again, if not successful 

the parent pipeline is stopped completely, and the log of the unsuccessful run is kept in a 

table stored in the CTRL folder. An example diagram is shown below for better 

clarification.  

 

Figure 8 - Example of a data processing pipeline 

 

With the pipelines constructed, a schedule for each was created, these are run every 

minute or hour depending on the velocity the data comes into storage. 

 

5.4. Data Visualization and End-User access 

When the pipelines were concluded and functioning, the final tables could start 

receiving data and its possible can start obtaining knowledge from all that information 

available. Databricks is designed for data analysis, but the objective is to allow users 

without a data analytics background to be able to visualize or query the data.  

Synapse Analytics is the best way to allow final user access to the database, there 

external tables and views were created in a serverless SQL pool from the curated data in 

the storage account. The choice of a serverless SQL pool is due to being less costly, as 

data is not stored in synapse and automatically scaled up or down depending on use, 

which is necessary because the amount of data is constantly increasing. 

RAW RAW ON_FAIL

PROCESS
PROCESS

ON_FAIL

PROCESS
PROCESS

ON_FAIL

CURATE

CURATE

CURATE
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To visualize the data, Power BI was the tool of choice, as it uses a drag-and-click 

interface to create simple dashboards and it allows more experienced user to develop more 

complex queries, additionally, as a Microsoft product there is a direct way to connect it 

to Azure Synapse to read the tables created there. 
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6. DISCUSSION 

 

Implementing this framework was not straightforward, but many of the choices made 

proved to be beneficial for the accomplishment of the project. With this experience 

Microsoft Azure justifies its place on the market, in part because of the clear 

documentation of all of its tools, concepts, as well as the integration between most of its 

services. Although some changes had to be done to circumvent the restrictions of the 

cloud resources and, similar to any endeavor, some improvements can be studied and 

applied.  

The simplicity stated earlier is evidenced by how easy it is for a user to generate 

resources. To create tools, users fill out a form that is standardized to the greatest extent 

between all the resources. The characteristics are chosen mostly with drop-down lists and 

most of the choices are explained within the form, or an external link is given. This made 

it much easier to deploy very complex applications. 

Related to this point of comprehensibility, Microsoft’s massive library of learning 

resources was critical to be able to accomplish this project, not only for general concepts 

but also for detailed explanations of almost every process related to setting up and using 

the resources, even integration with each other. 

Last but not least, the management tools used were extremely beneficial to team 

cooperation and individual goals. Because SCRUM forces constant communication 

between the team members, every daily sprint issues were exposed and the team shares 

knowledge and details, that were previously unnoticed. The fact that the teams define 

their actions reduced wasted time. 

As it is common, the architecture was not maintained during the development fase, 

one of the most time-consuming challenges was: receiving the data from the message 

broker to the storage account, this is the only moment that a product that is not made by 

Microsoft is used (apart from the FTP), which is a very negative point to an azure-based 

infrastructure, that it is very difficult to stray from the Microsoft brand, this is called a 

vendor lock-in. 

The specific problem was that connection to Artemis ActiveMQ queue is made 

through a TCP or SSH connection, but as the Web Job that made this action was hosted 

in an Azure App Service, there needed to be another step, rerouting the host and port of 

the broker into an azure port that can be accessed by the Web Job, that was done through 

an Azure Virtual Network, which is a tool that allows for the message broker and azure 
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to communicate. Although this solves the issue, it implies a higher cost and a lot of time 

was spent to reach this conclusion. 

Another problem that arose due to this architecture, was the undermined costs until 

the end of development, Azure provides a guide of prices, but it is impossible to know 

the costs of the resources fully, and sometimes, it’s difficult to understand the specific 

source of the high costs.  

For example, the scripts in Databricks influenced the cost of the storage account, as 

there were some scripts that moved data in storage between different folders, these costs 

were extremely high, and they were defined as “storage account costs”, it took some 

discussion to understand that was actually costs actioned by Databricks notebooks. This 

type of fluctuating costs makes it necessary to monitor costs after the architecture is in 

production and change it if necessary. 

Finally, there were some restrictions: Spark, as a programming language, alongside 

the use of cloud storage, has some restrictions, not all libraries that are available for 

python are also available for PySpark, for example. Also, Spark has very few load 

functions (Apache Sofware Foundation, n.d.), this means that any formats that are not 

text, JSON, of excel/csv files must be read as binary files, and then decoded. It makes the 

script a bit more complex and time-consuming, but this is not something that can’t be 

solved, for most types of files.  

There is one main area that should be improved in this process in the future, with the 

current technology available. 

The provision of the curated data to the end-user should be faster, it is, as mentioned 

before, done through synapse serverless pool, but that tool is very often slow, because the 

tables are not stored in synapse but in the data lake, and every query is passed through 

synapse from Databricks to Power BI, and there is no caching allowed.  

A dedicated SQL pool is not a viable alternative because it does not support creating 

tables from delta formats, which is the type of format used in the delta lake, therefore, 

further research is necessary to find a better connector between the delta lake and exterior 

end-user applications.  
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7. CONCLUSION 

 

As a whole, this report has provided an overview of an Azure-based big data 

framework and explored Microsoft Azure's capability for handling large amounts of data 

and to clarify how this cloud may help businesses. It showed the innumerous capabilities 

of some of the most commonly used tools, although there are still many that can be 

explored, and even in the resources used, their capabilities are far beyond what was 

explored. 

The clear division of the data lake architecture into raw, processed, and curated was 

essential to keep the data organized. Furthermore, the research and understanding about 

the necessary tools was vital to be able to implement the architecture. 

Logically, this architecture was not perfect, and it was restricted by what Azure 

allows: a company needs to be prepared for a costly endeavor, since the initial cost may 

be high because it can only know the prices after the framework is in production. 

Although, it is possible to constantly strive to improve the efficiency will alterations 

postproduction. 

This project shows that business should chose Microsoft Azure for their big data 

analysis, provided they have a good understanding of the tools they chose, and which 

ones fit their needs the best. 
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