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LECTURE 6:INTRODUCTION -
CORRELATION AND
REGRESSION




CORRELATION AND REGRESSION

, Purpose

* Analyse the
relationship between
two quantitative
variables X andY.

‘ ' ScatterPlot

* First step in studying
the relationship
between variables.

* Plots each pair (X’ Y)
as a point in a
coordinate system.

* Allows visual detection
of:

» Direction (positive
or negative)

»Form (linear or
non-linear)

»Strength of the
relationship

‘ ' Correlation

* Measures the degree
and direction of a
linear relationship.

* Expressed by the
correlation
coefficient (r) —
ranges from =1 to +1.
»r > 0:variables

increase together.
»1r < 0:one increases

as the other

decreases.

‘ ' Regression

* Describes or predicts
Y based on X.

e Simple Linear
Regression Model:
Y = ﬁo + ﬁ]_X + &

* Parameters estimated
by the least squares
method

Key Idea:

* The scatterplot shows the relationship.
* Correlation quantifies the strength of association.
* Regression explains and predicts the relationship.




LECTURE 6: COVARIANCE
AND CORRELATION




MEASURES OF RELATIONSHIPS
BETWEEN VARIABLES

Two measures of the relationship between variable
are

« Covariance
— a measure of the direction of a linear relationship
between two variables
* Correlation Coefficient

— a measure of both the direction and the strength of a
linear relationship between two variables

— Only concerned with the strength of the relationship | Newbeldetal (2013)

— No causal effect is implied




COVARIANCE

Definition:

Consider two variables X and Y, for which we have n paired observations

(1131, yl)? (3"2: yz)a ceey (:Bna yn)

The sample covariance between X and Y is given by

or equivalently,

Silvestre (2007)




INTERPRETING COVARIANCE

« Covariance between two variables:

Cov(x,y)>0— xand ytend to move in the same direction
Cov(x,y)<0— xand y tend to move in opposite directions

Cov(x,y)=0— xand y are independent

Newbold et al (2013)

Note:
* The sign of the covariance indicates the direction of
the relationship between the variables.




COEFFICIENT OF CORRELATION

Definition:
The sample correlation coefficient measures the degree and direction of the linear relationship between

two variables X and Y.

It is defined as

or equivalently,

N o (C R L)
T V(-2 X (v - 9)°

Silvestre (2007)



FEATURES OF CORRELATION
COEFFICIENT

Unit free

Ranges between -1 and 1

The closer to -1, the stronger the negative linear
relationship

The closer to 1, the stronger the positive linear relationship

The closer to 0, the weaker any positive linear relationship

Newbold et al (2013)

Properties:

e —1<r, <1

* 7, > 0: positive linear relationship
* 74y < 0:negative linear relationship

* 7y = 0:no linear relationship




INTERPRETING CORRELATION
COEFFICIENT (SILVESTRE, 2007)

Value of Interpretation
Pey = —1 Perfect negative linear correlation (exact linear relationship)
1<r,, <0 Negative linear relationship (not perfect)
Tey = 0 No linear correlation (absence of linear relationship)
0<ry <1 Positive linear relationship (not perfect)
Perfect positive linear correlation (exact linear relationship)

Silvestre (2007)




INTERPRETING CORRELATION
COEFFICIENT

r=-l -1<r=<-08 -08<r=<-05
* Perfect negative  Strong negative * Moderate negative
| : T lati i lati
05<r<0 o | - 0<r<05
* Weak negative * No linear t ~» Weak positive
i lati ___|| lati l lai
05<r<08 o 08sr<I r=|
~*» Moderate positive - - * Strong positive * Perfect positive

t linear correlation ~  linear correlation ~ linear correlation

Note:

» The sign of r indicates the direction of the
association.

* The absolute value |r| indicates the strength of

the linear relationship.




SCATTERPLOTS OF DATAWITH
VARIOUS CORRELATION COEFFICIENTS

Newbold et al (2013)




EXERCISE 2.55

_— W
2.55 A random sample for five exam scores produced the
‘ fo]]owmg (hours of study, grade) data values:

Hours Studied (x) Test Grade (y)
3.5 88
24 76
4 92
5 85
1.1 60

a. Compute the covariance.
b. Compute the correlation coefficient




EXERCISE 2.55: SOLUTION

z = [3.5,2.4,4.0,5.0,1.1], y = [88,76,92,85,60]

Step 1: Means

Step 2: Covariance (Silvestre, 2007)

1
Spy = 5 Za:iyg- —zy =13.24

Step 3: Standard deviations

1 _
S, = \/5 Z.’L’f — 2?2~ 1.343, s,~11.39

Summary:
* Covariance = 13.24
52y 0.866 * Correlation = r = 0.866 (strong

Step 4: Correlation coefficient

Tmy —

SzSy positive linear relationship,0.8 < r < 1)



STANDARDIZATION OF A
VARIABLE

Let  be a variable with n observations (z1, Za, . .., Z,).

The standardized values z; are defined as:

where:

e I isthe meanof x
¢ s, is the standard deviation of =

* 2z is a relative number

¢ The standardized variable z has mean 0 and variance 1




LECTURE 6: LEAST SQUARES
REGRESSION LINE




LEAST SQUARES REGRESSION
LINE

Let z and y be variables with n observations (z;, y;),7 = 1,2, ..., n, which appear to be correlated.

The regression line is estimated as:

‘gg — a + bzx;

The Least Squares Method is used to determine the coefficients a and b by minimizing the estimation

errors:

e=vy—Vi=vyi—(a+bzx;), i=12,...,n

* ¢e; represents the difference between the observed and predicted values




LEAST SQUARES METHOD

AND ESTIMATORS

The Least Squares Method minimizes the sum of squared errors:

mln Q(a b) =

a,b

mn

(yi — a — bx;)’
i=1

* The slope estimator b is:

b=

1
21 1y3$3 - y _ S'yx

Ez 1$1_$ _82‘1

2

* The intercept estimator a is:

* The regression line is:

Silvestre (2007)

i

"

L |
& .



PROPERTIES OF THE LEAST
SQUARES REGRESSION

1. The mean of the estimation errors is zero:

3. The mean of the predicted values equals the mean of the observed values:

y=1

4. The estimation errors are uncorrelated with the variable x:

n

z;niez' =0

1—1




EXERCISE I1.19

-~ o
11.19 A company sets different prices for a particular DVD
system in eight different regions of the country. The
accompanying table shows the numbers of units sold
and the corresponding prices (in dollars).

Sales 420 380 350 400 440 380 450 420
104 195 148 204 9 256 141 109

Price

. Graph these data, and estimate the linear regres-
sion of sales on price.

b. What effect would you expect a $50 increase in price

to have on sales?




EXERCISE 11.19A): SOLUTION

@ Answer:

Step 1: Means
T ~ 156.63, § =405

Step 2: Sums
> ziy: = 496,930, Y a7 = 218,875

Step 3: Least Squares Estimators

Regression line:




EXERCISE 11.19A): SOLUTION

Answer:

Scatter Plot with Regression Line

x X Observed data
—— Regression line

4401 x

4201 X%

400¢F

Sales {units)

Here's the scatter plot of Sales vs. Price with the regression line overlaid.

* Blue points: observed data

* Red line: regression line g = 476.1 — 0.454x



EXERCISE 11.19 B): SOLUTION

Answer:

b. Effect of $50 increase in price

Ay =b-50 ~ —23

Interpretation: Sales are expected to decrease by about 23 units.




ASSESSMENT OF FIT QUALITY:
MSE AND RESIDUAL VARIANCE

MSE is used to
Mean Squared Error (MSE): s (e quality of

Average of the squared prediction errors out-of-sample or

T future predictions.
MSE = = "(jusk — yss)] | The MSEis
ma—] computed using data

points outside the
Assuming m forecasts and corresponding observed values . original dataset

(ﬁn s Und k)’ k — 1’ 2, e, M * 7. = number of predictions you are evaluating.

® Y, = observed value at step nn + k.

" . Un+k = predicted value for step n + k.

. . . e k=1,2,...,misjust an index for each prediction after the initial sample of size n.
Variance of Estimation Errors: —_——

Measures the dispersion of the estimation (or residual) errors

, 1< 1 .
57 = ;ZEEZHZ(%—%)E
i=1

i=1 Silvestre (2007)

Interpretation:

¢ Smaller values of both MSE and residual variance indicate better model fit.

* Both measure the magnitude of prediction errors: the closer the predicted values are
to the observed values, the smaller these quantities will be.Thus, large values suggest

poor predictive performance or high variability in the errors.

F /o) B/ aaeny 0 F CEuiiey YRR R e W




ASSESSMENT OF FIT QUALITY:
COEFFICIENT OF DETERMINATION

Coefficient of Determination (RQ)

Starts from the following decomposition:

Total Variation = Residual Variation + Explained Variation

By dividing by n, we obtain:

S -9 = S 80 - 5

Using variance notation:

Dividing both sides by sg gives:

where:
. sg = total variance of y
[ ] Sg
5 2
L] 35 y Sg
- 52 s2
Interpretation: Y y

e« 0SR%<|

¢ The closer Rzis to |, the better the model fits the data.



3. Residual Sum of Squares (SSE): Relationship:

GENERAL DECOMPOSITION
IN REGRESSION

In simple linear regression, the total variation in the dependent variable y can be decomposed as:

Total Variation (SST) = Explained Variation (SSR) + Residual Variation (SSE)

2. Regression Sum of Squares (SSR):

1. Total Sum of Squares (SST):

SST =" (i — )* SSR = Z(ﬁa’ -7)°
i=1 i=1

* Measures the total variability of the observed values around their mean. « Measures the variability explained by the regression model

SS8T = SSR + SSE

n
A2
SSE = Z(yz - yz) Coefficient of Determination (R?):
=1 SSR SSE

2—7: -
& - SST ! SST

Measures the variability that the model fails to explain (errors).

¢ Represents the proportion of the total variation in 3 explained by the model.
* Higher R? = better fit.




ASSESSMENT OF FIT QUALITY

There is no fixed cutoff for MSE or residual variance (sg) to define a “bad” fit, because their values depend

on the scale of the data and context.

However, for the coefficient of determination (Rz), general guidelines can be used:

o R?2> 0.9 - excellent fit
¢ 0.7 < R?<0.9 - good fit
» 0.5 < R? < (.7 - moderate fit

e R? < 0.5 - weak fit, the model explains little of the variance




EXERCISE 11.75

11.75 The following table shows, for eight vintages of select
wine, purchases per buyer (y) and the wine buyer’s
rating in a year (x):

X 3.6 33 28 2.6 27 2.9 2.0 26
Y 24 21 22 22 18 13 9 [

a. Estimate the regression of purchases per buyer on
the buyer’s rating.

b. Interpret the slope of the estimated regression
line.

¢. Find and interpret the coefficient of

determination.

Newbold et al (2013)




EXERCISE 11.75 A): SOLUTION

ﬂ Answer: The simple linear regression model is:

y=a+bxr+e

where;
e b= slope (declive)
* @ = intercept (ordenada na origem)

1. Compute the means:
T = 2.6875, ¢y = 16.875

2. Compute slope b:

2@ -2y -F)
b= =S 8

3. Compute intercept a:

a=79y—bx =16.875—8.39-2.6875 ~ —5.54

[ Estimated regression line:

§ = —5.54 + 8.39z




EXERCISE 11.75 B): SOLUTION

S
Answer:

Interpret the slope (b)
The slope b ~ 8.39 means:

For each 1-unit increase in the buyer’s rating, purchases per buyer increase on average by about 8.39
bottles.

Interpretation of the Intercept (a)
* The intercept a =~ —5.54 represents the expected number of purchases per buyer when the buyer’s
rating x = 0.

* In practice, since a rating of 0 may not exist in this context, the intercept is mainly a mathematical

reference point for the regression line.




EXERCISE 11.75 C): SOLUTION

\/ . Find and interpret the coefficient of determination (R?)
Answer:

2 _ SSR _ 1 _ SSE
1. Compute R® = 3¢ =1 — 437

* Total sum of squares:

SST = (yi — §)* = 50.766
* Regression sum of squares:

SSR =) (4 — §)° = 42.689
¢ Residual sum of squares:

SSE = SST — SSR = 50.766 — 42.689 = 8.077

g2 SSR_ 42.689

~ (0.841

~ SST  50.766

Interpretation:

e About 84.1% of the variation in purchases is explained by the buyer’s rating.

The model fits the data quite well.




RELATIONSHIP BETWEEN CORRELATION
COEFFICIENT AND REGRESSION
COEFFICIENT

Given:

Simple linear regression:

y=a+tbz Conclusion / Interpretation
Slope: * The square of the correlation coefficient is
A directly related to the squared slope of the
b= f where s;, = cov(X,Y) regression line, scaled by the ratio of the

variances of Xand Y.

Pearson correlation: * This shows mathematically that strong

correlation — steep slope (if Sy, Sy fixed).

Step 1: Express 7, in terms of b 0

Step 2: Express T2y

Substitute 8z, = bs2 into 12y = 84y /(828y):

Tm p— =

L This proves:

L This proves:




RELATIONSHIP BETWEEN RAND R?

Simple Linear Regression Model:

Definitions:

Derivation:
s Interpretation:
A T o . .
B = —Zy In simple linear regression,
s .
the coefficient of
Ao . Sy determination (R?) equals
SSR = fi Z(Xf —X)=(n— 1)3_2 the square of the correlation
T 9 .
& Therefore: , coefﬁue'nt (), meaning 1.:he
Vod — SST = (n — 1)s, proportion of variance in Y
Simple Linear Regression R?=1¢* SSR 32 2 eXPIaIned by x IS. dlreCtly
| g2 = _ Czy [ Sz ) _ 2§ related to their linear
Multiple Linear Regression R* # 17 SST S% SS St Sy association.
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