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Artificial 
Intelligence(AI)

• Artificial intelligence refers to the 
development of computer-based 
solutions that can perform tasks 
which mimic human intelligence.
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What is 
Machine 
Learning?



Machine Learning

is as a subset of artificial 
intelligence that enable 
systems to learn patterns 
from data and 
subsequently improve 
from experience



Tradicional 
programming vs. 
Machine 
Learning



Machine Learning



Machine Learning



• Machine Learning 
Algorithms

• Aparicio, Romao & Costa (2022)



Example of supervised 
Model



Example of 
supervised 

Model



Machine Learning

• Train-Validate-Test

• Step 1: Making the model 
examine data.

• Step 2: Making the model 
learn from its mistakes.

• Step 3: Making a 
conclusion on how well 
the model performs



Prediction Inference

Goal

Robust model using all 
predictors to accurately 
predict the outcome variable 
(Y) with high accuracy and 
low error.

Estimate the relationship between 
an outcome variable and predictor 
variable(s), while accounting for 
confounding factors.

Question 
Answered

How can I accurately predict 
new data points?

What do the relationships between 
the variables signify?

Example

Predicting house prices 
based on features like size, 
location, and number of 
bedrooms using regression 
models.

Inferring the impact of education 
level on income while controlling 
for factors such as experience and 
occupation using linear regression 
analysis.



Inference
• Given a dataset, the purpose is to infer how the output is generated as a 

function of the data. 

• Use the model to learn about the data generation process. 

• Understand the way the independent variables X affect the target variable Y. 

• Ex: find out what the effect of passenger  gender, class and age, has on 
surviving the Titanic Disaster

• Model interpretability is a necessity for inference



Prediction

• Use the model to predict the outcomes for new data points.

• When performing predictions over data, the purpose is estimating f in 
y=f(x)

• The purpose is not understanding the exact form of the estimated 
function, as far as it can perform predictions quite accurately.

• To be able to predict what the responses are going to be to future 
input variables.

• Ex: predict prices of oil



Machine 
Learning



Deep 
learning

• is a subfield of machine 
learning 

• focuses on the development 
and application of artificial 
neural networks, particularly 
deep neural networks. 

• composed of layers of 
interconnected nodes 
(artificial neurons) that 
can learn and make 
decisions. 

• The term "deep" refers to the 
use of multiple layers in the 
neural network.



Natural 
Language 
Processing 
(NLP)

• subfield of artificial intelligence 

• focuses on the interaction between 
computers and human language. 

• The goal of NLP is to enable 
computers to understand, interpret, 
and generate human language in a 
way that is both meaningful and 
contextually relevant. 

• involves the application of 
computational techniques and 
models to analyze and derive 
meaning from natural language data.

• Sentiment Analysis e increasing 
importance (Aparicio et al, 2021, 
Costa et al., 2021) 



Data Science
• includes techniques developed in some 

traditional fields like artificial intelligence, 
statistics or machine learning.

Aparicio et al. (2019). 



Generative 
AI

• Class of AI algorithms and models that are designed to 
generate new, original content. 

• Gen AI learn the underlying patterns and structures in the 
data and can generate novel outputs. 

• Instead of being trained on specific examples and then 
making predictions or classifications 

• These models are particularly good at creating content that 
resembles or is similar to the data they were trained on.



Types of generative 
AI models

• Generative Adversarial 
Networks (GANs)

• Variational Autoencoders (VAEs)

•  Autoregressive Models

•  Recurrent Neural Networks 
(RNNs)

• Transformer-based Models

• Reinforcement Learning for 
Generative Tasks

• Generative AI for Data Privacy, 
Security and Governance.



Types of generative 
AI models

• Generative Adversarial Networks (GANs): 

• a generator and a discriminator are trained 
simultaneously through adversarial 
training.

• Variational Autoencoders (VAEs): 

• learn a probabilistic mapping from the 
observed data to a latent space. 

• Good to generate new samples from the 
learned latent space.

• Autoregressive Models: 

• the probability distribution of the next value 
in a sequence depends on the previous 
values. 



Types of 
generative AI 
models

• Recurrent Neural Networks (RNNs): 

• RNNs are commonly used for 
sequence tasks, including some 
generative tasks, they are not 
exclusively generative models.

• Variants like LSTM and GRU are 
popular choices.

• Transformer-based Models: 

• Transformers, especially large 
language models.

• Reinforcement Learning for 
Generative Tasks:

• can be used in conjunction with 
generative models, and this 
combination is powerful in 
scenarios where the generative 
model needs to produce 
sequences or structures guided 
by a reward signal.



Transformer • Deep learning architecture based on the multi-head 
attention mechanism

Vaswani, et al. (2017)



GPT
• Generative Pre-

trained Transformer

• Is a type of 
autoregressive 
language model 
that uses a 
transformer 
architecture.

• Is pre-trained on a 
large corpus of text 
data and can then 
be fine-tuned for 
specific tasks.



Google Gemini
Bard is a conversational AI chatbot 
powered by a combination of generative 
AI techniques, including:

• Transformer-based models: 
• Google's Pathways Language Model (PaLM) 

is used to generate text that is fluent, 
coherent, and grammatically correct.

• Autoregressive models
• to predict the next word in a sequence, which 

helps to ensure that its responses are natural 
and engaging.

• Reinforcement learning: 
• it is rewarded for generating responses that 

are informative, comprehensive, and relevant 
to the user's query.

Feature LaMDA PaLM Gemini

Release Date 2021 2022 December 2023

Focus
Conversation
al AI

General-purpose Multimodal

Strengths
Realistic 
dialogue

Large & diverse 
dataset

Understanding & 
processing various 
data formats

Successor
Gemini/ 
PaLM

Gemini N/A
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