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Part 1

e Complete the following sentences in order to obtain true propositions. The items
are independent from each other.

e There is no need to justify your answers.

(a) (4) In Q = {i,s,e, g}, consider the set I = {{i,s},{e,g}} C P(Q). If A(I) is the
smallest algebra containing 7, then

(b) (6) Let A€ B(R) and f: A — N a bijective map. Then:

e with respect to the cardinality, A is ....cccooovviiiiiiiinnniin.
(use one of the terms: “finite countable” / “infinite countable” / “finite un-
countable” / “infinite uncountable”)

e the Lebesgue measure of A is ......ccccvvvee.

o if A=NU{-2,—1,0}, then the expression of f could be:



(c¢) (8) Let Q be a finite set. Consider a probability space (€2, F,u) where F is an
algebra and p is a probability measure. Let A, B C €2 be two events such that:

3 1
u(A) = 5 w(B) = 10 and u(A|B) = 5

Then, the following assertions hold:

o Aand B are ..oocovveiiiiiiiiiiniainn

(use one of the terms: “independent” / “dependent” )

(d) (8) Consider the measurable space (R, B(R)) where B(R) denotes the o-algebra
of the Borelians of R. The letters m, §, and p denote the Lebesgue, the Dirac
centered at a € R and the counting measure, respectively. With respect to the sets

A=10,4NnQ° and B=Q\{0}

we may say that:

(e) (4) With respect to the map f : R — R given by f(z) = 4 — 22, the graphical
representation of f~ is:



(f) (6) Consider the measurable space (R, B(R)) where B(R) denotes the o-algebra of
the Borelians of R. The map f : R — R defined by

flx) =e*

is measurable because fis .............cccoeiinn Indeed, if U is an open set of Im(f),

(g) (6) Consider the measure space ([0, 1], B([0,1]),m) where B([0,1]) denotes the o—
algebra of the Borelians of [0,1] and m is the Lebesgue measure. The function
g :10,1] — {0, 2} whose analytical expression is:

0 if 2eQn]0,1]

g(w) = .
2 if ze€Q°nlo,1]

is discontinuous at z € ... (write the mazimal set where g is dis-
continuous) and integrable with respect to Lebesgue. The map ¢ is not integrable
in the sense of ..........ccccooeeiiiiii

(h) (6) The sequence of maps f,(z) = z*, x € [0,1], CONVETEES......ccerviirirrirrcnan
to the map f(z) = 0, x € [0,1] and f(1) = 1. However this convergence is not
uniform because



(i) (6) Consider the measure space (R, B(R), m) where B(R) denotes the o-algebra of
the Borelians of R and m is the Lebesgue measure. Let f : [0,1] — R be:

3x if v <1/2

fz) = :
3—3z ifx>1/2

For each n € N, consider the set (f™ = fo---o f refers to the composition of maps)
A, ={z€]0,1): f"(z) €[0,1],Vm e {1,...,n}}.

Then:

1. the set A = ﬂ A, is usually called by ................... set and m(A)= ..........

neN

2. With respect to the cardinality of A, it is ......................

(j) (10) Consider the measure space (R, B(R),m) where B(R) denotes the o-algebra
of the Borelians of R and m is the Lebesgue measure. For each n € N, define the
sequence of simple maps @, = nX[o,1/n] : RS — R{. The graphical representation
of 3 is:

In this case, we have:

........... :/ lim ¢,dm < lim Ypdm = .........
[

0,+00] n—+oo n—+oo [0,400]

This does not contradict the Dominated Convergence Theorem because .........



(k) (6) Consider the measure space (R, B(R),m) where B(R) denotes the o-algebra of
the Borelians of R and m is the Lebesgue measure. Let p be the measure

w(B) = /Bm[o l]xdm(w), B € B(R).

Then

/Rmdu(m) = /[01] ........................................... dm(x)

(1) (5) Consider the measure space (R?* B(R?),m x ¢;) where B(R?) denotes the o
algebra of the Borelians of R?, m is the Lebesgue measure on R and d; is the Dirac
measure centered at 1. Consider the map f : R? — R defined by

f(z,y) = zy.

Then
/[0 o F@ D @) 801(@) =

(m) (10) Consider the space [0,1] endowed with the o—algebra of borelians B([0, 1]).
Define the measure

1 P 1
= — -m
1% 92 0 92 )
where dy is the Dirac measure centered at 0 and m is the Lebesgue measure in
[0,1]. Then:
Lop([0,5])=rieone.
2. 00 L M DECAUSE. ...
R O e theorem says that there exists a map f (integrable) such

that

Bo(A) = / fdu

_ day

4. Using the notation of the previous item, we have f(0) = 7
i

O



(n) (8) Consider the measure space ([0, 1], B([0, 1]), m) where B([0, 1]) is a o-algebra, m
is the Lebesgue measure on [0,1]. Given A € B([0,1]) and ¢; # ¢ € R, define the
random variable X : R — R as X = ¢1xa+ coxac. The following assertions are true:

1. If m(A) = p > 0, then the distribution « of X is given by:

(o) (12) Consider the following homogeneous Markov chain defined on the finite state
space {1,2,3} with transition probability matrix:

1/2 1/2 0
T=| 0 1/2 1/2
12 1/2 0

Then:

1. All states of the chain may be classified as....................
(use one of the terms: “transient” / “recurrent null” / “recurrent positive”)

2. The stationary distribution associated to 7" is (.......... peeenes e )

3. With respect to the periodicity, all states are ..............cccooeiiiiiiil and the
Markov chain is .......................

4. The mean recurrence time associated to 1, 2 and 3 are equal to ......... e
and ......... , respectively.



Part 11

e Give your answers in exact form.

e In order to receive credit, you must show all of your work. If you do not indicate
the way in which you solve a problem, you may get little or no credit for it, even if
your answer is correct.

1. Consider the measure space (R, B(R), P) where B(R) denotes the o—algebra of the
Borelians and P is a probability measure. Suppose that X : R — R is random vari-
able and let A € R*. Prove that:

1
vkeN, P(IX|>)) < SE(X]").

Remark: If necessary, you can denote the set {w € R : | X (w)| > A} by A.

2. Consider (f,,)nen the sequence of continuous maps

T

—— e RS
@n 12 5T

fn(m) =

(a) Identify the map f: R — R such that lim f,(z) = f(x).

n—+oo
(b) Show that for all n € N and z € Ry,
1 ifo<zr<l1

|ful2)] < g(z) =

3 ifr>1

(¢) Compute lir+n fn(z)dm(z), where m is the Lebesgue measure of R.

3. Let X and Y be two random variables, both with finite variance Var(X) and Var(Y).
Show that:

Var(X) # Var(Y) = X —Y and X 4+ Y are dependent



4. Let X : R — R be a random variable on a probability space (R, F, P) with distribu-
tion function

0 ifax<O
Fx(z)=4q Z if0<z<2
1 ifz>2

Define the new random variables: Z = v X and W = X{weR:X(w)>1}- Compute

E(ZIW)(w) for we{reR:W(x)=0}.

5. Let (X,), be a sequence of independent and identically distributed random
variables on R such that F(X;) = 0 and Var(X;) = 0% > 0. Let ®(t) be the Taylor
expansion of the characteristic map of X,, at t = 0.

2
(a) Show that ®(t) =1 — T2 4 .. where ... represents the sum of monomials of

t
order greater or equal than 3. Compute ® [ — |.
vn

t n
(b) Compute lim @ (T) and interpret the result in the context of Limit the-
n

n——+o0o
orems. Please justify.

Remark: We may assume, without proof, that if X ~ N(0,0?) then

70'2t2

E(eitX) =e
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