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Regression

e Statistical processes for estimating the relationships
among variables.

e Dependent variable, outcome variable, target
e Independent variables, predictor, covariates, or features
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Regression

« simple regression/multivariate regression

Yi=Fo+ b1 Xi +e

Y =By + 81Xy + Fa X +e;

IS, ! Carlos J. Costa (ISEG) 2022/23 -3
v



Regression

e .Linear/non linear

yi =P+ Pizi + Bz} + i, i=1,...,n

i=1,...,n

y; = Bo + Prm; + g4,y
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Regressian

CURVE-FITTING METHODS
AND THE. MESSAGES THEY SEND

"T'M A LITTLE SURPRISED, WTH SUCH CXTENSINE

EXPERIENCE IN PREDICTIVE ANALYSIS, Yo SHOULD V& CONNECTING pD-+oc HouSE of .
WNOWN WE WOULDN'T HIRE You, UNES Fin ha |o ;
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Regression
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Logistics Regression

» Logistic regression is a statistical model that in its basic form uses
a logistic function to model a binary dependent variable, although
many more complex extensions exist

¥ =8+ DX e Liscar Madel
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Decision Tree

« Classification or Regression

Survival of passengers on the Titanic

gender * breaks down a data set into smaller and
i T smaller subsets
_ P S
age survived
0.73; 36% . . . ..
el B * final result is a tree with decision nodes and
i = leaf nodes.
Slmen “5_,{9,5}’

3 <=sibsp sibsp <3
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Ensemble

 Ensemble is a Machine Learning concept in which the idea is to
train multiple models using the same learning algorithm.

 classification, regression and other tasks
« multitude of decision trees at training time

e outputting the class that is the mode of the classes (classification)
or mean prediction (regression) of the individual trees
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Bagging vs. Boosting

Bagging Boosting
L=
NPy NP
~ S ) - Eﬁ} O
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Bagging vs. Boosting

 classification, regression and other tasks
« multitude of decision trees at training time

e outputting the class that is the mode of the classes (classification)
or mean prediction (regression) of the individual trees.
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Bagging

* create multiple bootstrap samples

« fitaweak learner

e aggregate -> “average” their

« outputs is an ensemble model with less variance that its components..

L
1
sp(.) = I Zw;(.) (simple average, for regression problem)
=1
sr(.) = arg max|[card(l|w;(.) = k)] (simple majority vote, for classification problem)
k
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Boosting

 In fitting sequentially multiple weak learners in a very adaptative
way

« each new model focus its efforts on the most difficult observations
to fit up to now

« at the end of the process, is obtained a strong learner with lower
bias

« Boosting can also have the effect of reducing variance

N
(e, wi(-)) = argminE(s;—1(.) + ¢ X w(.)) = argmin Y _ e(yn, s1-1(zn) + ¢ X w(zn))
c,w(.) c,w(.) n—1
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Random Forest

* IS a bagging method where deep trees, fitted on bootstrap
samples, are combined to produce an output with lower variance

 classification, regression and other tasks
« multitude of decision trees at training time

e outputting the class that is the mode of the classes (classification)
or mean prediction (regression) of the individual trees.
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Python Libraries

@ o

= statsmodels




