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Processes of finite variation

Processes of Finite Variation

o LletP={a=t1 <t <--- <ty <tyy1 = b} be a partition of [a,b] C R,

with diameter 6 = max |ti 1 — .
1<i<n

@ Variation Varp [g] of a function g over partition P:
n
Varp [g] := ) |9 (tir1) — g (t)].
i=1
o If V [g] := supVarp [g] < oo, we say g has finite variation on [a, b].
P

o If g is defined on R (or R™), we say it has finite variation if it has finite
variation on each compact interval.

@ Every non-decreasing function g has finite variation.
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Processes of finite variation

Processes of Finite Variation

@ Functions of finite variation are important in integration:if we propose g as
an integrator, in order to define the Stieltjes integral: |, fdg for all
continuous functions f, a necessary and sufficient condition for obtaining
J, fdg as a limit of Riemann sums is that g has finite variation.

@ A stochastic process (X (t),t > 0) is of finite variation if the paths
(X(t)(w),t > 0) are of finite variation for almost all w € Q.
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Processes of finite variation

Example - Poisson integrals

@ N: Poisson random measure with intensity measure u, let f be a
measurable function and A bounded below. Let

Y (1) = /f ()N (t,dx)
A
@ The process Y has finite variation on [0, t] for each t > 0.

o Indeed:

Varp [Y] < ) [f(AX (s))|1a(AX (s)) < o0 ass.,
0<s<t

where X (t) = [, XN (t,dx) for each t > 0.

@ Necessary and sufficient condition for a Lévy process to be of finite
variation: there is no Brownian part (A = 0 in the Lévy-Khinchine

formula), and
/ x| v (dx) < oo.
[x|<1

Jodo Guerra (CEMAPRE and ISEG, UTL) Lévy-Itd decomposition and stochastic integration October 19, 2014 3/19



Lévy-1td decomposition

Lévy-1td decomposition

o For A bounded below,

/XN (t,dx) = ) AX(s)1a(AX(s)).

0<s<t

is the sum of all the jumps taking values in A, up to time t.

@ paths of X are cadlag = the sum is a finite random sum.In particular,
f|x|21 XN (t, dx) is finite ("big jumps"). It is a compound Poisson process,
has finite variation but may have no finite moments.

@ Conversely, X (t) — f|x|21 XN (t, dx) is a Lévy process with finite moments
of all orders.

o If X is a Lévy process with bounded jumps then we have E(|X(t)|™) < oo
for allm € N. (proof. pages 118-119 of Applebaum).
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Lévy-1td decomposition

Lévy-1td decomposition

@ For small jumps, let us consider compensated Poisson integrals (which
are martingales): (A bounded below)

M (t, A) ::/xﬁ(t,dx).
A
@ Consider the "ring-sets":
1 1
Bm = RY < —
m {xe m+1<|x\_m},

n
A, = U Br.
m=1

@ We can define

/ xN (t, dx) := (L2 limit) lim M (t,A,) .
[x]<1

n—oo

Therefore |, xN (t, dx) is a martingale (the L2 limit of a sequence of

Ix|<1
martingales) .
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Lévy-1td decomposition

Lévy-1td decomposition

@ Taking the limitin E {exp{i (u,fAan (t,dx)> H =

exp (t fpa (€'X) — 1 —i(u,X)) ux.a, (X)) (see Poisson integration in the
previous session), we obtain

: [exp{i ( /lemt,dx))}]

= exp (t/ (ei(“’x) —1—i (u,x)) M(dx))
x| <1
o Consider

BA(t):X(t)—bt—/

Ix|<1

xN(t,dx)—/ XN (t,dx),

Ix[>1
where b = E (x (1) ~ fiyma XN (1, dx)).

@ B, is a centered martingale with continuous paths and has covariance
matrix A.

@ By the Lévy characterization of B.M., B, is a Brownian motion with
covariance matrix A.
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Lévy-1td decomposition

Lévy-1td decomposition

Theorem

(Lévy-1td decomposition): If X is a Lévy process, then exists b € RY, a
Brownian motion Ba with covariance matrix A and an independent Poisson
random measure N on R™ x (R% — {0}) such that

X(t):bt+BA(t)+/

Ix|<1

xﬁ(t,dx)+/ XN (t, dx). (1)

x[=1

v

@ The 3 processes in (1) are independent.
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Lévy-1td decomposition

Lévy-1td decomposition

@ The Lévy-Khintchine formula is a corollary of the Lévy-Itd decomposition.

Corollary
(Lévy-Khintchine formula): If X is a Lévy process then

E [ei(uvx(t))} = exp {t [i (b,u) — % (u,Au) +

/Rd_{o} [eiW) — 1= (U, X) Ly (x)] v (dx)] }

@ The intensity measure u is equal to the Lévy measure v for X.

O Jixj<1 xN (t,dx) is the compensated sum of small jumps (it is an

L2-martingale).

O Jixz1 XN (t, dx) is the sum of large jumps (compound Poisson process,
but may have no finite moments).
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Lévy-1td decomposition

Lévy-1td decomposition

@ A Lévy process has finite variation if its Lévy-I1td decomposition is

X(t)zvt—l—/#oxN (t, dx)

=qt+ ) AX(s),

0<s<t

where v = b—f| xv (dx).

x|<1
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Lévy-1td decomposition

Lévy-1td decomposition

Financial interpretation for the jump terms in the Lévy-1t6 decomposition:

o if the intensity measure (u or v) is infinite: the stock price has "infinite
activity" ~ flutuations and jumpy movements arising from the interaction
of pure supply shocks and pure demand shocks.

o if the intensity measure (i or v) is finite, we have "finite activity" ~ sudden
shocks that can cause unexpected movements in the market, such as a
major earthquake.

@ If a pure jump Lévy process (no Brownian part) has finite activity =—- then
it has finite variation. The converse is false.

o The first 3 terms on the rhs of (1) have finite moments to all orders = if
a Léevy process fails to have a moment, this is due to the "large
jumps"/"finite activity" part fl><|>1 xN (t, dx).

o E [|X (t)|"] < oc if and only if Jixi>1 x|" v (dx) < oo
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Stochastic integration

Semimartingales

Definition
A stochastic process X = {X (t),t > 0} is a semimartingale if it an adapted
process which admits a decomposition:

X =X (0)+ M (t) + C(t), )

where M is a local martingale and C is an adapted process of finite variation.

@ Semimartingales are "good integrators": largest class of processes with
respect to which the 1t6 integral can be defined.

@ A Lévy process is a semimartingale:by (1),

M (t) = Ba (t N (t,dx),
(t) ()+/|X|<lx( X)
C(t):bt+/ XN (t, dx).

x|>1

Jodo Guerra (CEMAPRE and ISEG, UTL) Lévy-Itd decomposition and stochastic integration October 19, 2014 11/19



S0CHastuc egrauor

Stochastic integration

©

Let X = M + C be a semimartingale.
Stochastic integral w.r.t. X:

©

/OtF(s)dXS:/OtF(s)dMer/OtF(s)dCS. (3)

o f; F (s) dCs defined by the usual Lebesgue-Stieltjes integral.

@ In general, f; F (s) dMs requires a stochastic definition (in general, M has
infinite variation).

o We define, for E ¢ RY,

/Ot/EF(s,x)M(ds,dx):/OtG(s)stJr/ot/E_{o}F(S,X)N(ds,dx),

(4)
where G (s) = F (s,0).
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Stochastic integration

o Let P be the smallest o-algebra with respect to which all the mappings
F:[0,T] x E x Q — R satisfying (1) and (2) below are measurable:

@ Foreacht, (x,w) — F (t,x,w) is B(E) x F measurable.
@ Foreachx and w,t — F (t, X, w) is left continuous.

o P is called the predictable o-algebra. A P-measurable mapping (or
process) is said predictable (predictable process)

o Let H, be the linear space of mappings (or processes)
F:[0,T] x E x Q — R which are predictable and

/T/ B [F (t.x)] » (de) dt < oo, (5)
o JE—{0}

]
/ E [\F (t,0)|2} dt < oo. (6)
0
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o Let F be a simple process:
m
F= Z Fi () l(tj,tj+1]1Ak (7)
o F is predictable and its stochastic integral is defined by

(F)=>_> FuM((ttira] A), (8)

j=1 k=1
where M ((tj, tj+1] , Ax) = M (§+1,Ax) — M (tJ,Ak) =
B (t+2) — B (§)] 40 (Ak) + [N (1, Ak — 0) = N (i, Ac — 0)|

Lemma
If F is simple then

E{I(F )] =

T
0 (F) / / B [F (t.x)F] » (dx)dt+6O(E)/ B [F ()] at
E—{0} 0
(9)
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Stochastic integration

o Exercise: Show that E[I (F)] = 0.

o | is alinear isometry from S (set of simple processes) into L? () and
since S is dense in H», | can be extended to H, and it is a isometry of H,
into L2 (Q).

o For F € H, we define

t(F)Z/Ot/EF(S,X)M(dS,dx)
/OI/EF(S,X)M(ds,dx )= lim ( L2)/ /Fn s,x)M (ds,dx),  (10)

where {F,,n € N} is a sequence of simple processes.
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@ The stochastic integral I; (F) with F € H; satisfies:
@ | is a linear operator

@ E[I(F)] =0,

B0 ()] = Jo fe_ o B|IF ()P v(dx) dt+ 60 (E) [ B [IF (t,0)] dt.
@ {It(F), te[0,T]}is {F} adapted
@ {I:(F), t € [0,T]} is a square-integrable martingale.
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Lévy-Type stochastic integrals

Poisson stochastic integrals

@ The integral of a predictable process K (t, x) with respect to the
compound Poisson process Py = [, XN (t, dx) is defined by (A bounded
below)

/T/K(t’X)N(dt’dX): > K (s,APs) 1 (APs). (11)
0 A

0<s<T

@ We can also define

/()TAH(t’X)N(dtvdX)Z/OT/AH(t,X)N(dt,dX)—/()TAH(t,x)u(dx)dt

(12)
if H is predictable and satisfies (5).
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Lévy-Type stochastic integrals

Lévy type stochastic integrals

o We say Y is a Lévy type stochastic integral if
t t t _
Yt:Yo+/G(s)ds+/F(s)dBS+// H (s,x) N (ds,dx)
0 0 0 Jix|<1

+/0t /|X|21K(S,X)N(ds,dx), (13)

where we assume that the processes G, F, H and K are predictable and
satisfy the appropriate integrability conditions.

@ Y is a semimartingale.

o Eg. (13) can be written as

dY, = G (t) dt+F (t)dBt+/

x| <1

H(t,x)ﬁ(dt,dx)+/ K (t,x)N (dt, dx)

Ix|>1

@ Let L be a Lévy process with Lévy triplet (b,c,») and let X be a

predictable left-continuous process satisfying (5). Then we can construct
a Lévy stochastic integral Y by

dYt - Xtdl_t.
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Lévy-Type stochastic integrals

[4 Applebaum, D. (2004). Lévy Processes and Stochastic Caculus.
Cambridge University Press. - (Sections 2.3, 2.4, 4.1, 4.2 and 4.3)

4 Applebaum, D. (2005). Lectures on Lévy Processes, Stochastic Calculus
and Financial Applications, Ovronnaz September 2005, Lecture 2 in
http://www.applebaum.staff.shef.ac.uk/ovron2.pdf

[4 Cont, R. and Tankov, P. (2003). Financial modelling with jump processes.
Chapman and Hall/CRC Press - sections 3.4., 3.5. and 2.6

Jodo Guerra (CEMAPRE and ISEG, UTL) Lévy-Itd decomposition and stochastic integration October 19, 2014 19/19



	Processes of finite variation
	Lévy-Itô decomposition
	Stochastic integration
	Lévy-Type stochastic integrals
	References

