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1t6 Integral Representation Theorem

[t6 integral representation Theorem

o Let v e Lg + and consider the process

t
M, :lE[MO]+/O usdB,.
o We know that M; is a {F}}-martingale.

o Let us show that any square-integrable martingale has a
representation of type (1).
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1t6 Integral Representation Theorem

[t6 integral representation Theorem

Theorem

(It6 represent. Theorem) Let F € [2(Q), Fr,

P). Then exists one and
only one process u € L 1 such that

Fl + /Ot usdBs. (2)

Proof: The proof has 3 main steps

v

@ Assume that

erxp(/OT dB——/ ) (3)

with deterministic h such that fo 2 ds < oo,
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1t6 Integral Representation Theorem

Proof of the [t6 repres. Theorem
(Proof-Cont.)

Apply the 1t6 formula to f (x) = €*, with
= [T h(s)dBs— 3 [5 h(s)dsand Y; = f (X,).

Then
dY: = Y; (h (t) dB; — %h (t)° dt) + %Yt (h(t) dB;)?
= Y;h(t) dB;.
That is .
Y, = 1+/0 Y.h (s) dBs.
Conclusion:
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1t6 Integral Representation Theorem

(Proof - Cont.) Note that
T 2
E U (Ysh (s)) ds] < oo,
0

since E [Y?] = exp (fot h(u)? du) < co. Therefore

E UOT (Ysh(s))zds] < /OTexp (/Osh(u)zdu> h(s) ds

< exp (/OTh(u)2 du> /OTh(5)2 ds.
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1t6 Integral Representation Theorem

(Proof - Cont.)

2 The representation (2) is also valid (by linearity) for linear
combinations of r.v. of form (3).
In the general case, F € L? (Q), F1, P) can be approximated (in the
square-mean sense) by a sequence {F,} of linear combinations of r.v.
of form (3) (see Oksendal (lemma 4.3.2)). We have that

o)
FnzlE[Fn]+/ us"’ dBs.
0

By the [t6 isometry,
t 2
E |(Fo— Fm)’| = (E[Fo — Fn))’ + E [/ (ul” = ™) ds]
0

> E [/Ot (u§”> — ugm)>2 ds} .
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1t6 Integral Representation Theorem

(Proof- Cont.)
{F,} is a Cauchy sequence in L2 (Q), Fr, P). Therefore

E [(Fn — Fm)ﬂ — 0 when n, m — oo.

Therefore:

t 2
E [/ (uﬁ”) — u£m>) ds] —— 0 when n, m — oo.
0

Hence, {u(”)} is a Cauchy sequence in L2 ([0, T] x Q). Since this is a

complete space, we have that u(") — u in L2 ([0, T] x Q).
The process u is adapted since uln) e Lg,T and exists a subsequence

{u(”) (t,w)} that converges to u (t,w) for a.a. (t,w) € [0, T] x Q.

Therefore u (t, -) is Fy-measurable for a.a. t. Changing the process u in a
set (in t) of zero measure, we obtain that v is adapted to {F;}.
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1t6 Integral Representation Theorem

(Proof-Cont.)
We have that

T 2
lim E [(F,, - F)z} = lim E (1}3 [Fa] +/ ul" dB, — F) —0.
n—oo n—oo 0

On the other hand, by It6 isometry, we have

lim E (E [F,] —E[F])* =0

n—oo

lim </OT (uﬁ") _ us> st>2 = lim E OT (u§”> _ u5)2 ds = 0.

and therefore F = E [F] + fOT usdBs.
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1t6 Integral Representation Theorem

(Proof-Cont.)

3 Uniqueness: Assume that v and u@ € Lng and

T T
F=E[F] +/ uMdB, = E [F] +/ W2 dB;.
0 0

By It6 isometry:

E </T (u§1> _ u§2>) d35)2 — E UT (u§” _ u§2>)2 ds] —0
0 0
Hence
u® (t,w) = u(t,w)? pat. (t,w)e[0 T]xQ.
L]
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Martingale Representation Theorem

Martingale Representation Theorem

Theorem

(Martingale Rep. Theorem): Assume that {M;,t € [0, T} is a

{F:}-martingale and E [M%] < 00. Then, exists one and only one process
uc Lng such that

t
M; = IE [Mp] +/ usdBs Vte [0, T].
0

Proof: Apply the It6 Representation Theorem to F = M. Then
Ay e Lng such that

)
M7 = E [Mr] +/ usdBs.
0
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Martingale Representation Theorem

(Proof-Cont.)
Since {M;,t € [0, T]} is a martingale, [E [M7] = [E [My] and

My = E [Mr|F:] = E[E[Mr] |F] + E [/OT USdBS‘}—t]

t
:]E[Mo]+/ usdB,.
0

where we have used the martingale property of the indefinite stochastic
integral. [
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Martingale Representation Theorem

Example

Let F = B3T. What is the It6 representation of F? By the It6 formula
(applied to f (x) = x*> and B3 = f (B;)), we obtain

T T
B? :/ SdeBt+3/ B.dt.
0 0
Integrating by parts, we have

T T T
/ B.dt = TBy —/ tdB, — / (T — 1) dB,.
0 0 0

Therefore ;
F:B3:/ 3[B2+ (T —t)] dB,. (4)
0

since E [B3] = 0 (remember that By ~ N (0, T)).
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Martingale Representation Theorem

Example
: T 2 3 T
What is the process u such that fo thdt — TTBzT = —TT + fo urdB; ?
Applying the Itd formula to X; = f(t, B;) = t*B2, with f(t,x) = t?x?,
we have
T T T
T°BF = / 2tB§dt+/ 2t*B;dB; +/ t*dt.
0 0 0
Therefore ; , ; ;
T T
/ tB2dt — — B2 = —__ —/ £ B,dB,.
0 2 6 0
Hence
us — —t2Bt.

Note that [fOT tB2dt — TTQBQT] =
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Integration by parts formula

In general, the integration by parts formula is the following one.

Theorem

(integration by parts): Suppose that f (s) is a deterministic function,

continuous and of class C1. Then, we have

Kf@mz:moa—Aﬁmgax
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One can prove this formula by application of the It6 formula to
g (t,x) =17 (t)x. Thatis:

Hw&=43%9&$+A”@M&-
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