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Kolmogorov Equations

Kolmogorov Equations

o The Kolmogorov equations are partial differential equations for the
transition probabilities of the solution of a stochastic differential
equation (diffusion).

o The forward Kolmogorov equation is also known as the
Fokker—Planck equation. In natural sciences, the forward equation is
also known as “master equation” .
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Kolmogorov Equations

Assume that the process X is a solution of the stochastic differential
equation
dXt — b(t,Xt)dt‘i‘O'(t,Xt) dBt, (1)

with associated infinitesimal generator

af
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Z y) 5, (s.y) (2)
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or, in the one-dimensional case:
of 1, 82

Af(s,y)Zb(Syy)ay( y)+50°(s.y) 55
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Kolmogorov Equations

Consider the Boundary value problem (PDE-+boundary conditions):

%)

(aZJrAu)( y)=0 if (sy) €]0, T[xR",  (5)
u(T,y)=1c(y) ify e R".

By the Feynman-Kac formula, we know that

u(s,y)=Es,[1c (X7)]|=P[Xr € ClXs=y]=P(C, T,y,s),
where

dXt — b (t, Xt) dt + O'(t, Xt) dBt

Xs=1y

and P (C, T,y,s) are the transition probabilities associated to the
Markov process X from time s to time T.
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Kolmogorov Equations

Kolmogorov Backward Equation

Theorem

(Kolmogorov Backward Equation) Let X be a solution of (1). Then, the
transition probabilities P (C,t,y,s) = P [X; € C|Xs = y] are solutions of

(3—5 +AP> (Cit,s,y) =0 if (s.y) €]0, [ x R, ©
P(C ty t)=1c(y) ify e R"

o If the transition measure P (dx, t,y,s) has a probability density

function F(X, t,y,s)dx, then F(X, t,y,s) is a solution of
(32+AF) (xtsy) =0 if (s.y) €]0. e[ xR",
f(x,t,y,s) — 6x whens "t

(7)

o These equations are called “backward” because the differential
operator A applies to the "backward” variables (s, y) and not to the
forward variables (x, t).
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Kolmogorov Equations

Kolmogorov Forward Equation

o Consider the one dimensional case in order to have a simple notation.
Let s < T and let h(t,x) € CZ (s, T[ x R) be a smooth function
(test function) of compact support in |s, T x R.

o By the It6 formula, we have

Apllying the conditional expectation Es, [-] = E[-|Xs = y], and
using the fact that h (T, x) = h(s,x) = 0 (because h(t, x) has
compact support in |s, T X IR) and the zero mean property of the
stochastic integral, we obtain

/+°°/( b tx)%—kla( )aa;)
x) f (x,t,y,s)dtdx = 0.
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Kolmogorov Equations

Kolmogorov Forward Equation

o If we integrate by parts with respect to t (for the a% part) and by

parts with respect to x (for the — and a - parts), we obtain:

/+Oo/ (t,x) (— f(x,ty,s)— ai[b(t,x)?(x,t,y,s)]

+§W{ o2 (t,x) f (x,t,y, s)})dth:O.

o This equation must hold for all test functions
h(t,x) € CZ(]s, T[ x R), and therefore:

— aatf(x t,y,s)— ai [b(t,x) F(X t,y,5>}
2 ~
+%% [(72 (t,x) f(x, t,y,S)} = 0.
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Kolmogorov Equations

Kolmogorov Forward Equation

Theorem

(Kolmogorov Forward Equation): Let X be a solution of (1) with transition
probability density function f (x,t,y,s). Then f satisfies the equation

O (x,t,5,y) = AF (x, t,y,s) if (t,x) €s, T[x R, ®)
f(x ty,s)— 6, whent\ s,

where the operator A* is the adjoint operator of A and is defined by

(AF) (£x) = — L [b(tx) £ (£,2)] + 22 [0

o~ S5 [ () f (8] (9)

v

o The Kolmogorov forward equation is also known as the Fokker-Planck
equation.
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Kolmogorov Equations

Kolmogorov Forward Equation

o In the multidimensional case, the Kolmogorov forward equation is
a? * T - n
37 (x,t,s,y) =A"f (x,t,y,s) if (t,x)€]s, T[ xR",

where the adjoint operator A* is defined by

(A*F) 2 ax, F(t,%)]

o Note that in the forward equation, the adjoint operator applies to the
“forward” variables (x, t).
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Kolmogorov Equations

Example

o Consider the stochastic differential equation

dXt — O'dBt,
Xs =1y,

where ¢ is a constant. The Fokker-Planck equation for this process is

of 1,02 [~
E (X, t,S,_y) 50'2@ |:f (X, t, S,y):|

and the solution is given by the Gaussian probability density function

; o (x—)
f(x,t,s,y)—a\/mexp [—202“{5)].
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Kolmogorov Equations

Example

o Consider the stochastic differential equation for the geometric
Brownian motion

dXt = OCXtdt+UXtdBt,
Xs =Y.

The Fokker-Planck equation for this process is

o (o tisiy) = 30755 [T (x by —agl [xF (6]
or o7 ~
af o 1 2 28 f 2 af 2 il
a—t—E(TXW—F(zO' lX)X&"’(O' (X)f
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