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Financial Forecasting 

M.Sc. in Finance 

List of Exercises 

(based on the Lecture Notes of Prof. António Costa (ISEG) and Prof. Nuno Sobreira (ISEG) and on the 

textbook Gloria Gonzalez-Rivera, Forecasting for Economics and Business, Pearson, 2013) 

 

Exercises 5, 6a) (chapter 3 Textbook) 

Exercises 7 a) b), 8a) and 9 (chapter 3 Textbook) 

 

1. Consider the following stochastic processes where  εt~WN(0, σε
2) , 𝛽1, 𝛽2 ≠ 0 : 

i. Xt = α + εt  

ii. Xt = β0 + β1t + β2t
2 + εt  

iii. Xt = α + Xt−1 + εt with X0 fixed 

a. Identify the processes that are stationary. 

b. For the stationary processes verify that 𝜌𝑘 = 𝐶𝑜𝑟𝑟(𝑋𝑡 , 𝑋𝑡−𝑘) → 0 with 𝑘 → ∞  

c. For the nonstationary processes, propose a transformation that makes the process stationary. 

Exercise 3 (chapter 6 Textbook) 

2. Consider the MA(1) process 𝑦𝑡 = εt − 0.12 εt−1 where  εt~WN(0, σε
2) 

a. Find the ACF of the process. 

b. Is the model stationary? Justify your answer. 

c. Is the model invertible? Justify your answer. 

d. Characterize the behavior of the Partial Autocorrelation Function of the process. 

 

3. Consider the MA(2) process 𝑦𝑡 = 14 + εt − 0.1 εt−1 + 0.21εt−2 where  εt~WN(0, σε
2) 

a. Find the ACF of the process. 

b. Is the model stationary? Justify your answer. 

c. Is the model invertible? Justify your answer. 

d. Characterize the behavior of the Partial Autocorrelation Function of the process. 
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4. Suppose that you have time series data of a given country’s inflation denoted as 𝑦𝑡. With these data 

the following model was estimated:  

 

 

 

 

 

 

 

 

 

 

 

a. Obtain the general theoretical expression for 𝐸[𝑦𝑡] and  𝑉𝑎𝑟(𝑦𝑡) 

b. Using the Eviews output provide an estimate for 𝐸[𝑦𝑡] and 𝑉𝑎𝑟(𝑦𝑡) 

Exercises 1, 5 and 6 (chapter 7 Textbook) 

5. Consider the AR(2) process  𝑦𝑡 = 2 + 0.8𝑦𝑡−1 − 0.1𝑦𝑡−2 + εt  where  εt~WN(0, σε
2) 

a. Is the process stationary? 

b. Compute the unconditional mean of the process. 

c. Determine the PACF and describe the ACF of the process. 

 

6. Suppose that you have time series data of a given country’s inflation denoted as 𝑦𝑡. With these data 

the following model was estimated: 
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a. Obtain the general theoretical expression for 𝐸[𝑦𝑡]. 

b. Using the Eviews output provide an estimate for 𝐸[𝑦𝑡]. 

c. Suppose that the inflation rate at November 2011 and December 2011 were 1 and 1.2 

respectively. Obtain the optimal forecast estimate for the inflation rate according to this model 

for: 

i. January 2012 

ii. February 2012 

d. Provide estimates for the forecast uncertainty for: 

i. January 2012 

ii. February 2012 

 

11. Write the equation that defines a process ARMA(0,1)(0,1)12 with parameters  𝜃12 = 0.8  and 

𝜃1 = 0.6   and find the ACF of the process. 

12. Write the equation that defines a process ARMA(1,0)(1,0)4 with parameters  𝜙4 = 0.8  and 𝜙1 =

0.6  and find the PACF of the process. 

13. Suppose that you want to analyze a given time series data with the correlogram of Figure 1 . 

According to this information, what is the best model for this time series? Justify your answer. 
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Figure 1 

 

14. Are the following processes stationary/causal? Are the following processes invertible? Justify your 

answers. Consider that εt~WN(0, σε
2). 

a. 𝑦𝑡 = εt + 0.8 εt−1 − εt−2 

b. 𝑦𝑡 = 0.6 yt−1 + 0.4yt−2 + εt 

c. 𝑦𝑡 = (1 − 0.7𝐿 + 0.3𝐿
2) εt 

 

15. Consider the process ARMA(1,1) with 𝜙 = 0.8 and 𝜃 = 0.5 and with mean equal to 10. 

a. Formulate the equation that defines the process 

b. Find the ACF of the process. 
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16. For the following processes identify the orders of the autoregressive and moving average part and 

write the ARMA representation without the lag operator: 

i. Yt = (1 − 0.5L)εt 

ii. (1 + 0.8L)Yt = (1 − 1.2L)εt 

iii. (1 − 0.7L + 0.4L2)Yt = (1 − 1.2L)εt 

iv. (1 + 0.8L)Yt = (1 − 0.7L + 0.4L
2 + L3)εt 

17. Consider the following models where εt~WN(0, σε
2): 

v. Yt = Yt−1 + εt − 1.5εt−1 

vi. Yt = 0.8Yt−1 + εt − 0.5εt−1 

vii. Yt = 1.1Yt−1 + 0.8Yt−1+ εt − 1.7εt−1 + 0.72εt−2 

viii. Yt = 0.6Yt−1+ εt − 1.2εt−1 + 0.2εt−2 

a) Verify if  𝑌𝑡   is stationary and invertible. 

b) Characterize the behavior of the ACF and PACF. 
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18. In the following figure you may find the ACF and PACF of four time series. 

 

According to the previous figures identify an appropriate ARMA model for each series. Justify. 
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19. Consider the following estimation outputs for a fitted model on a prince index (IPI). 

b. Write the estimated model in equation form. 

c. Comment on the residuals distribution. 

d. Is the proposed model acceptable?  
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20. Consider the following process: 𝑦𝑡 = 2.5 + 0.75𝑦𝑡−1 + εt + 0.6εt−1 − 0.3εt−2 where 

εt~WN(0, σε
2): 

a. Given 𝑦𝑛 = 12, ε̂𝑛 = 1.5 and ε̂𝑛−1 = 1 obtain point forecasts for the next 3 periods. 

b. Characterize the forecasting function , 𝑓𝑡,𝑛   and the prediction error variance, 𝜎2𝑛+ℎ|𝑛 for 

the long run (when ℎ →  ∞)   

21. Given the following estimation outputs what model you think is best to describe and forecast the 

AIRPASS time series?  
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22. Suppose that the last five observations of a given time series are: 

 𝑥96 = 60.4, 𝑥97 = 58.9, 𝑥98 = 64.7 𝑥99 = 70.4 and 𝑥100 = 62.6. 

Obtain the forecasts of the next four observations for the following estimated models where 

εt~WN(0, σε
2): 

i. (1 − 0.43L)(1 − L)xt  = εt 

ii. 𝑥𝑡 = 0.2 + 1.8𝑥𝑡−1 − 0.81xt−2 + εt  

iii. (1 − 1.4𝐿 + 0.8𝐿2)(1 − 𝐿)𝑥𝑡 = εt 

 

Exercise 4 (chapter 10 Textbook) 

23. This exercise makes use of quarterly data from the Belgium Consumer Price Index. The data has 

been seasonally adjusted and covers the period 1961Q01-2002Q02. In the next figure you will find 

the time series plot, in logs. The time series will be denoted mathematically as 𝑙𝑜𝑔 (𝐼𝑃𝐶𝑡) and in 

EViews output by LIPC. 

 

 

 

 

 

 

 

a.  Before proposing a model, the practitioner needs to study the stationary properties of the data. A 

possibility is to apply the Augmented Dickey- Fuller (ADF) test to the log of the time series of 

interest. What made the practitioner apply the log transformation to the time series? And what are 

the issues that the practitioner needs to be worry to apply the ADF correctly? Justify your answers 

b.  According to all the figures given below apply ADF tests to the time series 𝑙𝑜𝑔 (𝐼𝑃𝐶𝑡). In 

particular, indicate the null and alternative hypotheses, estimated equations, test statistics, critical 

regions. 
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Exercises 8 and 9  (chapter 10 Textbook) 
 

24. Consider the process ARIMA(1,1,0) with 𝜙 = 0.9. Given  𝑦𝑛 = 100 and 𝑦𝑛−1 = 120 obtain point 

forecasts for the next two periods. Comment on the behavior of the forecasting function  𝑓𝑡,𝑛   and the 

prediction error variance, 𝜎2𝑛+ℎ|𝑛 for the long run (when ℎ →  ∞) . 

 

25.  Given that 𝑋𝑡 follows a process ARMA(0,2,1) with  𝜃 = 0.9 and that the last observed data is 𝑋𝑡 =

500, 𝑋𝑡−1 = 490,  ε̂𝑡 = −10 and ε̂𝑡−1 = 2 obtain point forecasts for the next 4 periods. 

 

26. According to the simple Keynesian model, the relation between consumption, 𝐶𝑡 , and disposable 

income, 𝑌𝑡  , can be represented by a linear function: 
 

 log(𝐶𝑡) = 𝛽0 + 𝛽1 log(𝑌𝑡) + εt  (1) 
 

Where 𝛽1 is the marginal propensity to consume, a quantity of substantial interest and 

 εt~WN(0, σε
2): 

 
In the next figures you will find the graphical representation of the series of Consumption Expenditure 
(left) and Disposable Income (right) in the US, at constant prices and in logs and the estimation 
EViews output of equation (1). 
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a. Using the available information, what can you conclude from the marginal propensity to 
consume? Motivate your answer. 

b. The following figure depicts the result of the ADF test applied to the time series  log(𝐶𝑡). 
For this time series should you apply the ADF test with a constant and a trend or only the 
constant term? Justify your answer. 

c. According to the EViews output, is it possible to conclude that log(𝐶𝑡) has a unit root? 
Indicate the null and alternative hypotheses, test statistic, significance level, critical value 
and the test conclusion.  
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Exercises 5 and 6 (chapter 13 Textbook) 

 
Exercises 5 and 6 (chapter 14 Textbook) 

27. For each of the following ARCH/GARCH models decide if they are stationary , compute the 

unconditional variance and obtain the prediction of the conditional variance for the next three periods: 

a. 𝜎𝑡
2 = 𝛼0 + 0.65𝑒𝑡−1

2 +  0.25𝑒𝑡−2
2 + 0.10𝑒𝑡−3

2  

b. 𝜎𝑡
2 = 𝛼0 + 0.20𝑒𝑡−1

2 +  0.20𝑒𝑡−2
2 + 0.50𝜎𝑡−1

2  

c. 𝜎𝑡
2 = 𝛼0 + 0.10𝑒𝑡−1

2 +  0.20𝑒𝑡−2
2 + 0.60𝑒𝑡−3

2  

d. 𝜎𝑡
2 = 𝛼0 + 0.10𝑒𝑡−1

2 + 0.90𝜎𝑡−1
2  
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28. Given the correlograms, presented above, of the log returns of a financial series what stylized 

characteristics can be observed? Define the order of an ARCH model to fit the conditional variance of the 

series of returns. 

 

29. True or False? Correct the sentence and justify when appropriate. 

a. Volatility clustering is one of the most prominent features of financial returns. Time series 

analysis reproduces this stylized fact using the ARMA model with white noise errors. 

b. An ARCH(2) model is equivalent to an AR(2) model for the squared returns. 

c. A GARCH(1,1) model is equivalent to a MA(2) model for the squared returns. 

d. The ARMA-GARCH model only generates forecasts for the variance. 

e. Usually the final ARMA-GARCH model uses the same ARMA model that was fitted before 

modelling the volatility. 

f. The GARCH model is able to describe adequately the dynamic properties of volatility of 

standard financial time series with less parameters than the ARCH model. 
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30. Consider the estimation output presented below: 

.  

 

 

 

 

 

 

 

 

 

 

a. Write explicitly the estimated equation. 

b. Obtain the estimate for the unconditional variance of the error of the series. 

c. Comment on the correlogram of the standardized squared residuals presented below. 
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32. Suppose that the return series of a given stock, r_t, is well described by the following model: 

𝑟𝑡 = 𝜀𝑡 = 𝜎𝑡𝑧𝑡 , 𝑧𝑡  
𝑖𝑖𝑑
→ 𝐷(0,1) 

𝜎𝑡
2 = 1 + 0.4𝜀𝑡

2 + 0.2𝜀𝑡−1
2 + 0.3𝜎𝑡−1

2  

a. Derive the forecast equations that are used to obtain the forecasts, 𝜎𝑇+𝑠|𝑇
2  with origin at 

time T. 

b. Suppose that the last two observations for the returns are 𝑟𝑇−1 = 0.03 and 𝑟𝑇 = 0.06 . 

Using 𝜎𝑇
2 = 1 obtain the forecasts for 𝜎𝑇+1

2 , 𝜎𝑇+2
2  and 𝜎𝑇+3

2  with origin at time T. 

 


