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Aims and scope 

The student is expected: 

• To use statistical methods to define and estimate models adequate to model claims behavior or other 

relevant aspects of the actuarial work.  

• To understand the assumptions implicit in each statistical technique. 

• To recognize which assumptions and statistical techniques are appropriate to solve a given problem. 

 

 

Summary 

• Review of Basic statistical concepts 

• Non-parametric estimation 

• Frequentist estimation 

• Bayesian estimation 

• Model Selection 

• Simulation and Bootstrap 
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Teaching and assessment methodologies  

The curricular unit will be taught by mean of theoretical-practical lectures using slides to underline the main points 

and using a computer to solve some examples. Student's autonomous work is a main point of teaching 

methodologies. Students must also solve a set of exercises. The final grade, on the scale of 0 to 20, is assigned on 

the basis of a written exam (75%) and an exam using the computer (25%) based on EXCEL and R. 



 

COURSE CONTENT 

1. Review of basic statistical concepts 

   1.1.    Introduction – Population versus sample 

   1.2.    Summarizing information 

            1.2.1. Location, variability and other characteristics of a data collection 

            1.2.2. Measures of relationship between variables 

            1.2.3. Basics of Principal Components Analysis (PCA) 

   1.3.    Sampling and sampling distribution 

   1.4.    Point estimation with emphasis on measures of quality 

   1.5.    Interval estimation 

   1.6.    Tests of hypothesis 

2. Non-parametric estimation  

 2.1.   The empirical distribution for complete individual data 

 2.2.   The empirical distribution for grouped data 

 2.3.   Kernel density models 

3. Frequentist estimation 

   3.1.   Methods of moments and percentile matching 

   3.2.   Maximum likelihood estimation (individual, grouped, censored and truncated 

data) 

   3.3.   Variance and interval estimation 

   3.4.   Non-normal confidence intervals 

4. Bayesian estimation 

    4.1. Introduction 

    4.2. Definitions and Bayes' theorem 

    4.3. Inference and prediction 

    4.4. Conjugate prior distributions 

 5. Model selection 

 5.1. Introduction 

 5.2. Representation of the data and model 

 5.3. Graphical comparison of the density and distribution functions 

 5.4. Hypothesis tests 

 5.5. Selecting a model 

6. Simulation 

6.1. Basics of simulation 

6.2. Examples of simulation in actuarial modeling and finance 

7. An introduction to the bootstrap 

 7.1. Introduction to bootstrapping 

 7.2. Bootstrap distributions and standards errors 

 7.3. Bootstrap confidence intervals 

 7.4. Significance testing using permutation tests 

 

 

 

 

 


