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Chapter 1

Exercises

Exercise 1.1 Explain what are the main limitations of the Black-Scholes
model and how can these limitations be surpassed by using Lévy processes to
model asset returns.

Exercise 1.2 If φµ is a characteristic function, show that |φµ (u)| ≤ 1.

Exercise 1.3 Let α > 0, β > 0. Show that the gamma-(α, β) distribution

µα,β (dx) =
βα

Γ (α)
xα−1e−βxdx, with x > 0,

with characteristic function
(

1− iu
β

)−α
is an infinitely-divisible distribution.

Exercise 1.4 Let d = 1. Show that if X ∼ Po (λ) then φX (u) = exp [λ (eiu − 1)] .

Exercise 1.5 Let X and Y be independent standard normal random vari-
ables (with mean 0). Show that Z has a Cauchy distribution, where Z = X/Y
if Y 6= 0 and Z = 0 if Y = 0.

Exercise 1.6 Consider the Cauchy distribution and its probability density
function

f(x) =
1

π(1 + x2)
, x ∈ R.

(a) Derive the characteristic function associated to the Cauchy distribu-
tion and prove that it is an infinitely divisible distribution. Hint: you can
use the integral formula ∫ +∞

0

cos(ux)

1 + x2
dx =

π

2
e−|u|.
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(b) Discuss the simmetry, the existence of mean, variance and higher
moments, the “fat tails” property of the Cauchy distribution and the advan-
tages/drawbacks of using this distribution to model the returns of financial
assets like stocks or stock indexes.

Exercise 1.7 Prove that if X is stochastically continuous, then the map
t→ φX(t) (u) is continuous for each u ∈ Rd.

Exercise 1.8 Let Nt be a standard Poisson proces.

a) Show that the number of jumps of N is finite a.s. in every compact
interval [0,t] (or that Nt <∞ a.s. for every t).

b) Show that the Poisson process N is a Lévy process.

Exercise 1.9 Define what is a Lévy measure and what are the conditions
that the parameters α, β and δ must satisfy in order that the measure

ν (x) = eα(x+1)1{x≤−1} + xβ1{x≥1} + |x|δ 1{|x|<1}

is a Lévy measure.

Exercise 1.10 Let ν be a Lévy measure. Show that ν [(−ε, ε)c] <∞, for
all ε > 0.

Exercise 1.11 Show that the condition that defines a Lévy measure ν is

equivalent to
∫
Rd−{0}

|x|2

1+|x|2ν (dx) <∞.

Exercise 1.12 Consider an infinitely divisible distribution with characteris-
tic triplet (b, c, ν) . Show that

lim
u→0

∣∣∣∣∫
R

(
eiux − 1 +

(
u2x2

2
− iux

)
1{|x|<1}

)
ν (dx)

∣∣∣∣ = 0.

Hint: For |x| < 1, you can develop eiux using the second order Taylor formula
and then use the definition of the Lévy measure.

Exercise 1.13 Discuss the definition and the main properties of the follow-
ing Lévy processes: the jump-diffusion process of Merton (with jumps sizes
given by a normal distribution), and the (1/2)-stable subordinator.

Exercise 1.14 Prove that if T is a gamma subordinator and B is a Brownian
motion then Z(t) = B(T (t)) is a Lévy process with characteristic function

ΦZ(t) (u) = E
[
euiZ(t)

]
=

(
1 +

u2

2b

)−at
.
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Exercise 1.15 Consider a Lévy process Xt with characteristic triplet (b, c, ν).
(a) Present what are the conditions that the Lévy measure ν, the drift

coeeficient b and the diffusion coefficient c must satisfy in order to have a
process such that:

(i) has trajectories with finite variation and has finite variance (or second
moment).

(ii) is a subordinator with jumps of size larger than 0.01.
(iii) has only jumps of negative size, it has infinite activity and has a

deterministic component which is strictly increasing.

(b) Present the definition of subordinator and discuss for what values of
the parameters α, β and γ can we say that the measure

ν (dx) = α |x|−3/2 1{x<0} + xβ1{0<x<1} + eγx1{x>1}

is the Lévy measure of a subordinator.

Exercise 1.16 Consider a Lévy process Xt.
(a) Assume that the Lévy process at time t = 1 has a characteristic expo-

nent ηX (u) = −σα |u|α with 0 < α ≤ 2
(i) What kind of process is the process X and what are the associated

distributions?
(ii) Show that this process is self-similar and calculate the Hurst param-

eter.
(iii) Explain in a simple way (by words) what is a “self-similar” process.

(b) Give one concrete example of a subordinator process Xt such that this
process has jumps of all positive sizes and is strictly increasing in t, for all
t ≥ 0. Specify what are the parameters in the characteristic triplet (b, c,ν)
for this example and show that the Lévy measure satisfies all the appropriate
conditions.

Exercise 1.17 If X is a Lévy process, show that exp {i (u,X (t))− tη (u)}
is a martingale.

Exercise 1.18 Consider a Lévy process Z defined by

Zt = mt+ 4Bt + Y1 + Y2 + · · ·+ YN(t),

where Bt is a Brownian motion, the r.v. Y1, ..., Yj, ... are i.i.d. with mean
value E [Yj] = µ and N (t) is a Poisson process with intensity λ.

(a) What kind of process is Z and what should be the relationship between
m, µ and λ in order to be sure that the process Z is a martingale? Explain.
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(b) Assuming that the random variables Yj have a normal distribution
with mean 5 and variance 2, λ = 1 and that the process is a martingale,
present the characteristic function of Zt and show that the distribution of Zt
is infinitely divisible.

Exercise 1.19 Discuss the definition and main properties of the following
Lévy processes: Cauchy process, Gamma subordinator and Variance-Gamma.

Exercise 1.20 Consider the Lévy measure

ν (x) =
1

x
3
2

1{x>0} (x)

associated to the Lévy process X(t).
(a) Calculate

E
[∫ 1

ε

x2N (t, dx)

]
, and

Var

[∫ 1

ε

x2N (t, dx)

]
.

(b) Show that ∑
{0≤s≤t:∆X(s)∈[ε,1]}

(∆X (s))2 − 2

3
t
(

1− ε
3
2

)
is a martingale .

Exercise 1.21 Consider the Poisson integral∫ +∞

1

x
1
4N (t, dx)

and the associated Lévy measure ν (x) = 1

x
7
4
1{x>0} (x). Calculate

Var

[∫ +∞

1

x
1
4N (t, dx)

]
.

Exercise 1.22 Let X be a Lévy process
(a) Consider that the Lévy measure associated to X is given by ν (dx) =

x−21{ 1
10
<x<1}+ x−41{1≤x<+∞}. (i) Calculate the expected value and the vari-

ance of the Poisson integral ∫ +∞

1/10

x2N(t, dx).

(ii) Give an interpretation for the meaning of this Poisson integral and say
if the kurtosis or moment of order 4 of Xt is finite or not? Explain.
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Exercise 1.23 Let X be a Lévy process. Consider that the Lévy measure is

ν (dx) =
1

xα
1{x>0}.

(a) For what values of α is ν a Lévy measure?
(b) In the case α = 2, calculate the expected value and the variance of∫ 1

ε

x2Ñ(t, dx),

and then calculate the limit of these quantities when ε → 0, and give an
interpretation for the meaning of this quantity.

Exercise 1.24 Let L be a Lévy process with associated Lévy measure ν (dx) =

e−|x|
5

and N(t, dx) be the Poisson random measure associated to this Lévy
process and Lévy measure.

(a) Deduce what should be the function g(t) such that the process∫
R\[−1,1]

x4N(t, dx)− g(t)

is a martingale and interpret the meaning of the integral
∫ +∞
R\[−1,1]

x4N(t, dx).

Exercise 1.25 Prove that if X is a one-dimensional Brownian motion then
the OU process Y (t) is a Gaussian process with mean e−λty0 and variance
1

2λ

(
1− e−2λt

)
.

Exercise 1.26 Prove that dEY (t) = EY (t) dY (t), by apllying the Itô for-
mula to

dSY (t) = F (t) dB (t) +

(
G (t)− 1

2
F (t)2

)
dt

+

∫
|x|≥1

log (1 +K (t, x))N (dt, dx) +

∫
|x|<1

log (1 +H (t, x)) Ñ (dt, dx)

+

∫
|x|<1

(log (1 +H (t, x))−H (t, x)) ν (dx) dt, (1.1)

and recall that EY (t) = eSY (t).

Exercise 1.27 Let X be a Lévy-type of integral of the form

dX (t) = µ (t) dt+σ (t) dB (t)+

∫
|x|>1

γ (t, x)N (dt, dx)+

∫
|x|≤1

γ (t, x) Ñ (dt, dx) ,
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with µ (t) + (σ(t))2

2
+
∫
R

(
eγ(t,x) − 1− γ (t, x)1{|x|≤1}(x)

)
ν (dx) = 0 a.s. for

all t.
(a) Show that

eX(t) = eX0 +

∫ t

0

F (s)dB (s) +

∫ t

0

∫
R
H (s, x) Ñ (ds, dx)

and find expressions for the processes F (s) and H (s, x).

(b) Assume that |σ (t)| and
∣∣∣∫R (eγ(t,x) − 1

)2
ν (dx)

∣∣∣ are bounded by a con-

stant C. Use Gronwall’s Lemma in order to show that eX(t) is a square-
integrable martingale.

(Note: Gronwall’s Lemma: Let φ be a positive and locally bounded func-
tion on R+

0 such that φ (t) ≤ a + b
∫ t

0
φ (s) ds for all t, with a, b ≥ 0. Then

φ (t) ≤ aebt.)

Exercise 1.28 Consider the stochastic differential equation (of the so-called
Geometric Lévy process):

dX (t) = X (t−)

[
bdt+ σdB (t) +

∫
|x|<1

H (t, x) Ñ (dt, dx) +

∫
|x|≥1

K (t, x)N (dt, dx)

]
,

where b, σ are constants, H(t, x) ≥ −1 for all t and x and H (t, x) and
K (t, x) are processes such that the Poisson integrals above are well defined.
Determine the solution of this equation

Exercise 1.29 Let X(t) be a Lévy-type of integral of the form

dX(t) = α (t) dt+ σ(t)dB (t) +

∫
R\{0}

γ (t, x) Ñ (dt, dx) .

Consider the process Y (t) = f(X(t)) and determine the processes a(t), b(t)
and c(t, x) such that

dX(t) = a (t) dt+ b(t)dB (t) +

∫
R\{0}

c (t, x) Ñ (dt, dx) ,

in the following cases:
(a) Y (t) = (X(t))2

(b) Y (t) = cos (X(t))

Exercise 1.30 Consider that the process X is a solution of the stochastic
differential equation

dXt = 4Xt−dt−Xt−dBt + 3Xt−

∫
|x|<1

(
e
x
4 − 1

)
Ñ (dt, dx) ,
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with the initial condition X0 = 2 and the random Poisson measure has a
Lévy measure associated given by ν (dx) = x−21{ 1

10
<x<1} + x−41{1≤x<+∞}.

Solve this stochastic differential equation and present the explicit solution.

Exercise 1.31 Consider the Lévy measure associated to a Poisson random
measure N(dt, dx)

ν (dx) =
1

x2
1{x>0}.

. Let the process X be the solution of the stochastic differential equation

dXt = (µ−Xt−) dt+ σdBt +

∫
|x|<1

x2Ñ (dt, dx) , with X (0) = 5.

Solve this stochastic differential equation (Hint: Consider the process etXt

and apply the Itô formula).

Exercise 1.32 Consider a Lévy-type stochastic integral:

dY (t) = G (t) dt+F (t) dB (t)+

∫
|x|<1

H (t, x) Ñ (dt, dx)+

∫
|x|≥1

K (t, x)N (dt, dx) .

Assume that:

� E
[∫ t

0

∫
|x|≥1
|K (s, x)|2 ν (dx) ds

]
<∞ for each t > 0,

�

∫ t
0
E [|G (s)|] ds <∞ for each t > 0.

Prove that Y is a martingale if and only if

G (t) +

∫
|x|≥1

K (t, x) ν (dx) = 0 (a.s.) for a.a. t ≥ 0.

Exercise 1.33 Consider a financial market with one risky asset with price
process St given as the solution of the stochastic differential equation

dS(t) = S (t−) dX (t) ,

where X (t) is a Lévy process with decomposition

X (t) = mt+B (t) +

∫ +∞

c

xÑ(t, dx),

where m ≥ 0 and c := −1. Assume that the riskless interest rate is r > 0.
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State the condition that m and r must satisfy in order for the discounted
price process S̃ to be a martingale with respect to an equivalent martingale
measure Q and discuss this condition, the completeness of the market and
the existence and uniqueness of this martingale measure, when:

(i) X(t) = 1
5
t + B(t) + Ñ(t), where Ñ(t) is an independent compensated

Poisson process with intensity λ = 2 and jump size J = 1.
(ii) in the context of the Esscher transform measure Qu, with F (t) =

−ku, H(t, x) = −ux. Discuss the existence and uniqueness of the Esscher
transform measure.

Exercise 1.34 Consider a financial market with one risky asset with price
process St given as the solution of the stochastic differential equation

dS(t) = S (t−) dZ (t) ,

where Z (t) = σX (t) + µt and X (t) is a Lévy process with decomposition

X (t) = mt+ kB (t) +

∫ +∞

c

xÑ(t, dx),

where k ≥ 0, m ≥ 0 and c := −σ−1. Assume that the riskless interest rate is
r > 0.

State the condition that σ, µ, k,m and r must satisfy in order for the
discounted price process S̃ to be a martingale with respect to an equivalent
martingale measure Q and discuss the completeness of the financial market
when:

(i) X(t) = B(t) + 2t, where B (t) is a standard Brownian motion.

(ii) X(t)=
∑n

i=1 Ñi(t), where the processes Ñi(t) are independent standard
Poisson processes (with jumps of size 1) and with intensities λi.

(iii) X(t)=Ñ1(t) + B(t) + 3t, where the processes B(t) and Ñ1(t) are
independent.

Exercise 1.35 Consider a financial market with one riskless asset and one
risky asset with discounted price process S̃(t) modeled as an ordinary expo-
nential of a Lévy process X(t), that is

S̃(t) = S0 exp(X (t)).

What is the general condition that allows us to conclude that the market
model is arbitrage free? In which of the following cases can we ensure that
the market model is arbitrage free (explain why in each case) ? :

(i) X(t) is a compound Poisson process X(t) =
∑N(t)

k=1 Jk, where the ran-
dom variables Jk have normal distribution N(4, 1).
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(ii) X(t) is a jump process with drift b = 2 and with Lévy measure ν(dx) =
x−1/21{0<x<1}.

(iii) X(t) is a jump-diffusion process X(t) = 3t+2B(t)+
∑N(t)

k=1 Jk, where
the random variables Jk have an exponential distribution.

(iv) X(t) is a pure jump process with Lévy measure ν(dx) = x−21{0<x<1}.



Chapter 2

Exam problems

Exercise 2.1 Discuss the main drawbacks of the classical Black-Scholes
model (in finance) and explain how the Lévy processes can be used to overcome
these drawbacks.

Exercise 2.2 State the Lévy-Itô decomposition for a general Lévy process
and present a financial interpretation for the jump terms of this decomposi-
tion.

Exercise 2.3 Consider a ”jump-diffusion” model without compensation term
for the jumps.

(a) Define the Lévy process associated to the Merton ”jump-diffusion”
model, give an interpretation of each term in the definition, present the
characteristic function of the Lévy process at time t = 1 and present the
characteristic triplet of the process.

(b) Consider the ”jump-diffusion” process where the distribution for the
jump sizes has a probability density function given by:

fJ (x) = pθ1e
θ1x1{x<0} + (1− p) θ2e

−θ2x1{x>0}.

Calculate the characteristic function for the ”jump-diffusion” process at time
t = 1 and show that the measure ν associated to the process satisfies the
conditions of a Lévy measure.

Exercise 2.4 Consider a distribution with characteristic function

φ (u) = exp

(
imu− σ |u|

[
1 + iβ

2

π
sgn(u) log |u|

])
,

where σ > 0, −1 ≤ β ≤ 1 and m ∈ R.
(a) Show that this distribution is infinitely divisible

11
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(b) Let X be a random variable with the distribution associated to φ (u) in
the case β = 0. State the usual name given to the distribution of X, present
the probability density function of X, present the value of E [|X|] and discuss
how is the decay of the distribution tail of X when x→ +∞, i.e., how is the
decay of P [X > x] as a function of x when x→ +∞.

Exercise 2.5 Let X be a Lévy process with Lévy measure ν (dx) = exp(−x)
x2

1{x>0}.
(a) Calculate the expected value of the Poisson integral

E
[∫ +∞

ε

exN(t, dx)

]
.

where ε > 0 and deduce how is the function h(t, ε) such that∫ +∞

ε

exN(t, dx)− h(t, ε)

is a martingale.
(b) Consider that the process X is the solution of the stochastic differential

equation

dXt = 2Xt−dt+Xt−dBt +Xt−

∫
|x|≥1

(
e
x
2 − 1

)
N (dt, dx) .

Solve this equation.

Exercise 2.6 Consider a financial market with one risky asset with price
process St given as the solution of the stochastic differential equation

dS(t) = S (t−) dZ (t) ,

where Z (t) = σX (t) + µt and X (t) is a Lévy process with decomposition

X (t) = mt+ kB (t) +

∫ +∞

c

xÑ(t, dx),

where k ≥ 0, m ≥ 0 and c < −1. Assume that the riskless interest rate is
r > 0.

(a) State the condition that σ, µ, k,m and r must satisfy in order for the

discounted price process S̃ to be a martingale with respect to an equivalent
martingale measure Q and discuss the completeness of the market in the
following cases:

(i) X(t) = mt+ Ñ(t), where Ñ(t) is a compensated Poisson process
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(ii) X = mt+ Ñ1 (t) + Ñ2 (t) , where Ñ1 and Ñ2 are compensated Poisson
processes with intensities λ1 and λ2 and with constant jump sizes c1 e c2,
respectively (Ñ1 and Ñ2 are also independent).

(b) Show that the general condition that must be satisfied in order for the

discounted price process S̃ to be a martingale with respect to an equivalent
martingale measure Q is an equation that has, in general, an infinite number
of solutions (F,H).

Hint: Consider that dP
dQ

= eY (T ) where

dY (t) = G(t)dt+ F (t)dB(t) +

∫
R\{0}

H(t, x)Ñ(dt, dx)

and show that if the pair (F,H) is a solution then the pair (F+
∫
R\{0} f(x)ν (dx) ,

log
(
eH − kf(x)

x

)
is also a solution for any f ∈ L1 (R\{0}, ν).



Chapter 3

More Exam problems

Exercise 3.1 Present the definitions of infinitely divisible random variable
and stable random variable and present 3 examples of infinitely divisible dis-
tributions and 3 examples of stable distributions.

Exercise 3.2 Let X = (X1, X2, X3) be a Gaussian random vectorial process
with distribution N (m,A), where A = I is the covariance matrix and m =
(1,−1, 0). Knowing that the characteristic function for the one dimensional
Gaussian random variable N (µ, σ2) is

φ (u) = exp

(
iµu− 1

2
σ2u2

)
,

derive the characteristic function of the random vector X = (X1, X2, X3) and
show that the distribution of X is infinitely divisible.

Exercise 3.3 Consider a Lévy process U (t) with characteristic triplet (b, c, ν).
(a) What conditions should the parameters b and c and the Lévy measure

ν satisfy in order to ensure that U is a subordinator? Present also the general
form of the characteristic function of U (t) when U is a subordinator.

(b) Let U be a (1/2)-stable subordinator and X a stochastic process such
that X (t) =

√
2B (t), where B (t) is a standard Brownian motion indepen-

dent of U(t). What type of process is the one that one obtains by V (t) =
X(U (t)) and which is the distribution of V (1)?

Exercise 3.4 Consider a Lévy process Xt with characteristics triplet (b, 0, ν)
and Lévy measure ν (dx) = xα1{0<x<1} + xβ1{x>1}. What should be the con-
ditions in the parameters α and β, such that ν is a Lévy Maasure and

(i) the process has finite activity
(ii) the process has infinite activity
(iii) the process has paths with finite variation

14
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Exercise 3.5 Let X be a Lévy process with characteristics triplet (b, c, ν)
and Lévy measure

ν (dx) = x1{0<x<1} +
1

x6
1{x≥1},

(a) Calculate the varance of the following Poisson integral∫ +∞

1
4

x2N(5, dx),

and interpret the meaning of this integral in terms of the jumps of the Lévy
process.

(b) Consider that the process X is a solution of the stochastic differential
equation

dXt = (m−Xt−) dt+ σdBt +

∫
|x|≥1

xN (dt, dx) , with X (0) = 1.

Solve this equation (hint: Consider process etXt and apply the Itô formula).

Exercise 3.6 Consider a stochastic integral of the Lévy type

dY (t) = G (t) dt+ F (t) dB (t) +

∫
|x|<1

H (t, x) Ñ (dt, dx)

+

∫
|x|≥1

K (t, x)N (dt, dx) .

(a) Derive the condition (equation) that the processes G (t), F (t), H(t, x)
and K(t, x) must satisfy in order to ensure that the process eY (t) is a mar-
tingale.

(b) Using the condition in (a), verify that eY (t) is a martingale for the
following processes

(i) Y (t) = −2t+ 4B (t) .
(ii) Y (t) =

∫ t
0
G(s)ds+

∫ t
0
K(s)dN (s) , where N is a Poisson process with

intensity λ and Lévy measure ν (dx) = λδ1 (x).

Exercise 3.7 Consider a Lévy process Zt with characteristics triplet (µ,A, ν).
(a) Present the condition that ν must satisfy in general and the conditions

that must be satisfied in order to ensure that the process (i) has paths with
finite variation

(ii) has paths with infinite variation
(iii) has infinite activity
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(iv) is a subordinator
(v) has finite moments of all orders
(b) Consider that µ = 0, A = 0 and

ν (dx) =
1

2x
3
2

1{x>0}.

In this case, is Zt a Lévy process? Justify. If the answer is yes, what type of
Lévy process? And what is its characteristic exponent and what is the proba-
bility density function of Z1? Discuss also the ”decay law” for the distribution
tails.

Exercise 3.8 Consider the ”Variance-Gamma” process Lt
(a) (i) Define the process using an appropriate subordinator and assum-

ing that the associated ”Variance Gamma” distribution V (σ, b, θ) is such that
σ = 1 and θ = 0. (ii) Define also the same process using two appropriate
subordinators (iii) Present the Lévy measure associated to the process, de-
scribing its decay when x→∞.

(b) Show that the characteristic function of the process is

ΦL(t) (u) = E
[
eiuL(t)

]
=

(
1 +

u2

2b

)−at
,

where a and b are the parameters associated to the subordinator in part (a).

Exercise 3.9 Consider an infinitely divisible distribution with characteris-
tics (m,A, ν).

(a) Show that

lim
u→0

∣∣∣∣∫ 1

−1

(
eiyu − 1− iyu

)
ν (dy) +

∫
R\(−1,1)

(
eiyu − 1

)
ν (dy)

∣∣∣∣ = 0.

(b) Show that the exponential distribution with probability density function

f(x) = θe−θx1{x≥0}

and characteristic function

φ (u) =
θ

θ − iu
is infinitely divisible.

Hint: Note that the characteristic function of a distribution Gamma-
(α, β) is φ (u) = 1

(1−iu/α)β
.
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Exercise 3.10 Present 3 different examples of Lévy processes that are mar-
tingales and given a Lévy process Y (t) with characteristic exponent η (u),
show that the process

exp {iuY (t)− tη (u)}

is also a martingale.

Exercise 3.11 Consider a market in which the price of the risky asset St is
modeled by the SDE

dS(t) = S (t−) dZ (t) ,

where Z (t) = σX (t) + µt e X (t) is a Lévy process with decomposition

X (t) = mt+ kB (t) +

∫ +∞

c

xÑ(t, dx),

with k ≥ 0 and m ≥ 0. Assume that the riskless interest rate is r > 0.
(a) What condition the parameters σ, µ, k,m and r should satisfy in order

to ensure that the discounted price of the risky asset is a martingale with
respect to the equivalent martingale probability measure Q? Explain also why
is this market model incomplete in most cases. (b) Discuss the previous
condition and the market completeness in the following cases:

(i) Process X is a Brownian motion B(t);

(ii) X = mt+B(t) + Ñt, where N is a compensated Poisson process with
intensity λ and independent of B.


