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1. Let Y be a Poisson Random variable with parameter p > 0. That is

ko—p
P(Y:k):%,k:o,l,z...

(a) Use the first order conditions to show that the maximum likelihood estimator of
pis given by Y = > | Yi/n.

(b) Show that Y satisfy the second order conditions for a local maximum of the
log-likelihood objective function.

(¢) Show that

d
V(Y = p) = N0, ).
(d) Show that the estimator

1 n _
2 - 2
S _n_12¢:1(Y@ Y)2.

for u is unbiased, that is show that E(S?) = p.
(e) It is known that

Vn[S8?% — Var(Y)] < N(0,my — Var(Y)?).

where my = E[(Y — E(Y))*]. Confirm the result stated by the theory that S2
cannot be asymptotically more efficient than the maximum likelihood estimator
for ;1. [Hint: in the case of the Poisson random variable my = E[(Y —E(Y))4] =
3u® + ]

2. Consider a count data model that satisfies the conditions

EY[X) = exp(XB),
Var(Y|X) = f(X)

where X is a univariate random variable, 3, is a parameter and f (X) is a positive
n

function of X. Suppose additionally that a random sample {(Y;, X;)}." , is available.
Obtain the asymptotic variance of the pseudo-maximum likelihood estimator of f3,,
based on a likelihood function obtained using;:

(a) the Poisson distribution.

(b) the normal distribution with variance 1 (the non-linear least squares estimator).
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(c) the negative binomial distribution with o2 = 1.
3. Define Y; = (Yi1,...,Ysr) and j; = (ji1, ..., jir)’, and let

) exp (—\ig) Mt
P(Yz = jit‘Xiagi) = p(—:t)lt
Jit-

Aie = exp(XyB+e;)

= exp(X}Ba;,i=1,...n, t=1,..,T

where ¢; is a random variable and a; = exp (g;). Assume strict-exogeneity and in-
dependence of the elements of ¥; = (Yi1,...,Y;r), conditional on ¢; and X; =

(X1, ..oy X;p)' . Prove that

T

P(ifi:ji

T .
t=1 Ht:l Jit! t=1
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Xivsivz}/it = Zﬁt) = (ZtZI «7“5) H ( &xp(Xyfo)
t=1

25:1 exp(X}, B

>>'



