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Dimensional Reduction 
Algorithms

• dimensionality reduction seek and exploit 
the inherent structure in the data, 

• unsupervised learning
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Dimensional Reduction 
Algorithms

• Feature Extraction

• Feature Selection
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Dimensional Reduction 
Algorithms

• Feature Extraction
– PCA (principal Components analysis)

– LDA (Linear Discriminant Analysis )

– NMF (Non-negative Matrix Factorization)

– TSVD (Truncate Singular Value Decomposition)
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PCA

• Principal Component Analysis, or PCA, is a 
dimensionality-reduction method 

• It is often used to reduce the dimensionality of large data 
sets

• The purpose is transforming a large set of variables into 
a smaller 

• Containing most of the information in the large set.

• When data is linearly inseparable using PCA extension 
using kernels
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PCA

• Standardization

• Covariance Matrix computation.

• Compute the eigenvectors and eigenvalues of 
the covariance matrix to identify the principal 
components

• Feature Vector

• Recast the Data Along the Principal 
Components Axes
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PCA

pcaModel = PCA(n_components=5)

pcaModel.fit(df)

# feature vetor

pcaModel.components_

# new columns with the 5 dimentions

newDf=pcaModel.fit_transform(df)

# explained variance racio

pcaModel.explained_variance_ratio_
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LDA

- Linear Discriminant Analysis (LDA) 

- Is a linear transformation techniques that is 
commonly used for dimensionality reduction (like 
PCA)

- Reducing features by maximizing class 
separation
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LDA

xxx
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NMF

• Non-negative Matrix Factorization

• Performs matrix factorization

• It can be applied for:
– Recommender Systems, 

– Collaborative Filtering 

– topic modelling 

– dimensionality reduction.

• Does not provides the explained variance
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NMF

• Non-negative Matrix Factorization
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TSVD

- Truncate Singular Value Decomposition

- Used in sparce feature matrix
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TSVD
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Dimensional Reduction 
Algorithms

• Feature Selection
– Thresholding numerical features variance

– Thresholding binary features variance

– Handling high correlated features

– Removing irrelevant features for Classification

– RFEC
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Thresholding numerical features 
variance

• The dataset has set of numerical features

Approach:

• Remove those with the low variance

• Low variance likely contains little 
information
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Thresholding numerical features 
variance
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Handling high correlated features
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Removing irrelevant features for 
Classification

Categorical features:

• Calculate Chi-square statistic between 
each feature and target

Quantitative features:

• Calculate ANOVA F-Value between each 
feature and target
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Recursive Eliminating Feature


