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Abstract — As the importance of data science is increasing, the 
number of projects involving data science and machine learning is 
rising either in quantity or in complexity. It is essential to employ 
a methodology that may contribute to the improvement of the 
outputs. In this context, it is crucial to identify possible 
approaches. And an overview of the evolution of data mining 
process models and methodologies is given for context. And the 
analysis showed that the methodologies covered were not 
complete. So, a new approach is proposed to tackle this problem. 
POST-DS (Process Organization and Scheduling electing Tools for 
Data Science) is a process-oriented methodology to assist the 
management of data science projects. This approach is not 
supported only in the process but also in the organization 
scheduling and tool selection.  

Keywords – data science methodology; crisp-dm; data science 
process; machine learning; data science; data mining 

I.  INTRODUCTION 

 Data Science is in the interception of Basic fields: Computer 
Science and IT (CS), Domain/Business Knowledge (DK), and 
Mathematics and Statistics (MS) [1]. It includes techniques 
developed in some traditional fields like artificial intelligence, 
statistics or machine learning, data science. And so, it is essential 
to employ a methodology that may contribute to the 
improvement of the knowledge creation outputs. It is in this 
context crucial to identify possible approaches. By analyzing the 
existing methodologies, it is essential to enlarge the scope of 
knowledge discovery or data mining. Almost all the approaches 
emphasize the process. The following sections describe KDD 
(Knowledge discovery in databases), CRISP-DM (CRoss-
Industry Standard Process for Data Mining), SEMMA 
(Sampling, Exploring, Modifying, Modelling, and Assessing), 
ASUM (Analytics Solutions Unified Method) and TDSP (Team 
Data Science Process). Then a new approach POST-DS (Process 
Organization and Scheduling electing Tools for Data Science) is 
presented. The next section illustrates this methodology usage. 

II. LITERATURE REVIEW 

A. KDD (Knowledge discovery in databases) 
KDD (Knowledge discovery in databases) describes the 

overall process of discovering useful knowledge from data. Data 
mining is the usage of specific algorithms for extracting patterns 
from data. So, data mining refers to an appropriate step in this 
process. KDD is the non-trivial process of finding valid, new, 
possibly useful, and ultimately understandable patterns in data. 
The KDD process is iterative and interactive, involving 

numerous steps with many decisions made by the analyst. It is 
essential developing an understanding of the data, creating a 
target data set, cleaning and preprocessing. Then, several tasks 
must be performed, like data reduction and projection. The 
analyst also has to match the goals of the KDD process to a 
particular data-mining method, exploratory analysis and model 
and hypothesis selection. An essential task is interpreting mined 
patterns and using the knowledge directly. [21] 

 
Figure 1.  KDD (Knowledge Discovery in Databases) [21]. 

The first step is developing an initial interpretation in the 
context of the domain. It consists of the relevant prior knowledge 
and the goal identification of the KDD process from the 
customers’ perspective. 

The second step consists of creating a target data set by 
selecting a dataset or focusing on a subset of variables. 

The third step consists of data cleaning and preprocessing. 
Basic operations may include removing noise, collecting the 
necessary information to model or account for noise, deciding 
on strategies for handling missing values, and accounting for 
time-sequence information and known changes. 

The fourth step involves data reduction and projection. It 
consists of finding useful features to represent the data. The 
adequate number of variables can be obtained, with dimensional 
reduction or transformation methods. Invariant representations 
for the data may also be identified. 

The fifth step consists of matching the goals of the KDD 
process to a particular data-mining method. Those methods may 
be summarization, classification, regression or clustering. 

The sixth step consists of exploratory analysis and model and 
hypothesis selection. It involves choosing the data mining 
algorithm(s) and selecting method(s) to be used for searching for 
data patterns. This process comprises deciding which models 
and parameters might be appropriate. 
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The seventh step consists of data mining. It includes 
searching for patterns of interest in a particular representational 
form or a set of such representations. Examples are classification 
rules or trees, regression, and clustering. The user can 
significantly aid the data-mining method by correctly 
performing the preceding steps. 

The eighth step consists of interpreting mined patterns. In 
this step, it is possible returning to any of steps 1 through 7 for 
additional iteration. This step can also include visualization of 
the extracted patterns and models or display of the data given the 
obtained models. 

The ninth step consists of acting on the discovered 
knowledge. This step consists of using the knowledge directly, 
incorporating the knowledge into another system for further 
action. Alternatively, results may be documenting and reporting 
to interested parties. This process also contains checking for and 
resolving potential conflicts with previously believed (or 
extracted) knowledge. As referred by several authors (e.g. [6]), 
the primary methodologies are inspired by KDD process as well 
as CRISP-DM. 

 
Figure 2.  Evolution of data mining process models and methodologies. 

B. CRISP-DM (CRoss-Industry Standard Process for Data 
Mining) 

 
In 1996, four leaders of the nascent data mining market 

(Daimler-Benz, IntegralSolutions Ltd. (ISL), NCR, and OHRA) 
created CRISP-DM (CRoss-Industry Standard Process for Data 
Mining). CRISP-DM is a complete data mining methodology 
and process model that provides anyone with a comprehensive 
blueprint for performing a data mining project. The CRISP-DM 
life cycle has six phases: (1) business understanding, (2) data 
understanding, (3) data preparation, (4) modelling, (5) 
evaluation, and (6) deployment.[2] 

Business understanding is the initial phase. It focuses on 
understanding the project objectives and requirements from a 
business perspective. The knowledge is converted into a data 
mining problem definition. It is also in this phase that the 
preliminary plan is designed to achieve the objectives. The data 
understanding phase starts with the initial data collection. Then, 
it proceeds with activities in order to get familiar with the data: 
identifying data quality problems; discovering first insights into 
the data or detecting interesting subsets to form hypotheses for 
hidden information. The data preparation phase covers all 

activities until the construction of the final dataset. At the end of 
this phase, the data that is used by the modelling tool(s). Data 
preparation tasks are likely to be done multiple times and often 
not in any fixed order. This task includes table, record and 
attribute selection as well as transformation and cleaning of data 
for modelling tools. In the modelling phase, various modelling 
techniques are selected and applied. And their parameters are 
calibrated to optimal values. Usually, there are several 
techniques for the same data mining problem type. Various 
techniques have specific requirements on the form of data. Thus, 
moving back to the data preparation phase is often necessary. In 
the evaluation stage, the built project has a model (or models) 
that appears to have high quality. Before continuing to the final 
deployment of the model, it is essential to more systematically 
assess the model and analyze the steps executed to build the 
model to be sure it appropriately reaches the business objectives. 
A crucial objective is to determine if there is some critical 
business issue that has not been sufficiently considered. A 
choice on the use of data mining results should be achieved at 
the end of this phase. Creation of the model is not typically the 
end of the project. Yet if the aim of the model is to increase 
knowledge of the data, the knowledge gained need to be 
organized and displayed in a way that the client can use it. 
However, conditional to the requirements, the deployment phase 
can be simple or complex. It may be just generating a report or 
an implementing of repeatable data mining process across the 
enterprise. Often, it is the client or another entity, not the data 
analyst, who carries out the deployment steps. However, even if 
the analyst does not carry out the deployment effort, the 
customer needs to understand upfront what actions need to be 
carried out in order actually to make use of the created models. 

 
Figure 3.  CRISP-DM (CRoss-Industry Standard Process for Data Mining) 

[2]. 

Business Understanding focuses on identifying the project 
objectives and requirements from a business perspective. Then 
this knowledge is converted into a data mining problem 
definition and a preliminary plan. 

Data understanding begins with an initial data collection. 
Then, it proceeds with actions to get familiar with the data: 
identifying data quality problems, discovering first insights into 

Authorized licensed use limited to: b-on: UNIVERSIDADE NOVA DE LISBOA. Downloaded on October 16,2022 at 01:11:04 UTC from IEEE Xplore.  Restrictions apply. 



2020 15th Iberian Conference on Information Systems and Technologies (CISTI) 
24 – 27 June 2020, Seville, Spain 
ISBN: 978-989-54659-0-3 
 
 
 

the data, or to detecting subsets to form hypotheses for non-
trivial information. 

The data preparation phase includes all activities to construct 
the final dataset from the initial raw data. 

Then, modelling techniques are chosen and applied. As may 
be analyzed in several examples, e.g. [22], the selection of 
techniques is an iterative process. Since some techniques have 
specific requirements regarding the form of the data, there can 
be a loop-back here to data preparation.  

Evaluation is the next phase. Based on any loss functions 
selected, these models need to be tested to ensure they generalize 
against unseen data.  All critical business issues must also be 
considered.  The result is the selection of the winner model. 

Deployment means adopting a code representation of the 
model into a system. It may be used to score or categorize new 
unseen data. It must correspond further information in the 
solution of the original business problem. On the other hand, 
using presentation techniques is critical in this phase [15][25]. 

 

TABLE 1. CRISP-DM (CROSS-INDUSTRY STANDARD PROCESS FOR 
DATA MINING) 
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C. SEMMA (sampling, exploring, modifying, modelling, and 
assessing) 
The SAS Institute proposed a process of sampling, 

exploring, modifying, modelling, and assessing large volumes 
of data to discover previously unknown patterns. This process is 
called SEMMA, which is the acronym of sampling, exploring, 
modifying, modelling, and assessing. And it can be applied to 
business advantage.  

 
Figure 4.  SEMMA [3]. 

The SEMMA data mining process is appropriate for a variety 
of industries. It also provides methodologies for such diverse 
business problems as customer retention and attrition, house-
holding, risk analysis, fraud detection, database marketing, 
market segmentation, affinity analysis, bankruptcy prediction, 
customer satisfaction, and portfolio analysis [3] 

D. ASUM (Analytics Solutions Unified Method) 
Analytics Solutions Unified Method (ASUM) is an iterative 

IBM SPSS Process to implement a Data Mining/Predictive 
Analytics project. It is based on an extended and refined CRISP-
DM methodology. ASUM-DM has five phases: (1) Analyze, (2) 
Design, (3) Configure & Build, (4) Deploy, and (5) Operate & 
Optimize. Nevertheless, the first three steps of ASUM (Analyze, 
Design, and Configure and Build) may be combined because 
data mining/predictive analytics projects are iterative by nature. 
It is also possible to add an optional Project Management 
Process. [4] 

 
Figure 5.  Team Data Science Process (TDSP) [5]. 

E. TDSP (Team Data Science Process)  
In order to deliver predictive analytics solutions and 

intelligent applications efficiently, Microsoft proposed the Team 
Data Science Process (TDSP). It is an agile, iterative data 
science methodology. TDSP also suggests how team roles work 
best together. The purpose is to improve team collaboration and 
learning. [5] 
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TDSP includes best practices from Microsoft and other 
industry players to help toward successful implementation of 
data science projects. The purpose is helping companies realize 
the benefits of their analytics program. 

 

 

 
Figure 6.  Team Data Science Process (TDSP) [5]. 

TDSP includes a suggested life-cycle that may be used to 
structure your data science projects. The life-cycle outlines the 
steps that projects typically follow, from beginning to end, when 
they are performed. It is possible to adopt another data science 
life-cycle, such as the CRISP-DM, KDD or organization's own 
custom process. 

 

F. Scheduling, Organizations and Tools 
 

In the approaches presented, the emphasis is in the process. 
Like any project, times are critical. And monitorization must be 
performed to conclude if the project went successfully. [25] But 
it is also essential to identify the possible roles involved, and 
how do those roles may be organized. In this context, using 
techniques like RACI (Responsible, Accountable, Consulted, 
Informed) may contribute to improving project organization. 
[17] 

The way how information is analyzed may also help to in 
the selection of the best way to success. This is why a criterion 
selection of tools should be followed. Many approaches may be 
used to select the most appropriate tools [19]. The following 
figure presents a flowchart developed by a group of researchers 
from MIT [14] representing main decisions involved in the 
selection of the tools. This chart is at a high level, but it is 
essential in the decision processes of choosing Machine 
Learning tools. On the other hand, other techniques may be 
used in different phases. For example, in the first phase, it is 
vital to align corporate strategy and mission with the project 
mission. Some authors even suggest the use of data knowledge 
to select appropriate models in the context of the managerial 
decision. [20]  
 

 
Figure 7.  What do you want the machine learning system to do? [14]. 

Several techniques may also be used in order to select the 
most appropriate charts in order to create the best interfaces 
[15][25] 

Summarizing, the approaches presented for data mining, 
machine learning and data science may be interrelated. CRISP-
DM is one of the most used and also the one that inspired many 
of the major approaches. Nevertheless, other features may be 
added to this approach. 

III. PROPOSING a DATA SCIENCE MODEL  

Following the literature review, it is possible to identify 
process, organization, scheduling and tools as the four main 
blocks to tackle a problem of data science. The following figure 
represents the proposed model graphically. 

 
Figure 8.  POST-DS Methodology 

The POST-DS (Process Organization and Scheduling 
electing Tools for Data Science) describes the sequence of 
activities performed in a data science project. The list of the 
possible task is very well documented in CRISP-DM as it was 
described previously.  

In project management, scheduling is an essential element. 
Each activity must be performed at a specific time. Often, if a 
project does not conclude in the expected, it is entirely useless. 

It is normal to have different roles in a data science project. 
The data engineer, data scientist, business analyst or computer 
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engineer are just possible roles in a data science project. Several 
people may perform these roles. It is essential to identify what 
are the roles in a specific project. And how they participate in 
each phase or task of a project. Using a responsibility matrix, 
RACI is a possible solution. All those building blocks interact to 
extract knowledge from data.   

A template may be used to support the implementation of 
this methodology. This template is represented in figure 9.  

 
Figure 9.  POST-DS Template. 

IV. USING THE MODEL 

To assess the feasibility of the proposed approach, it was 
implemented in the context of a real situation. The purpose was 
to identify the main characteristics that contributed to the 
improvement of Instagram presence. In the first phase, a 

business analyst defined the business objectives, assessed the 
situation, determined the data science goals, defining the scope 
of the project, time and budget. Then, data engineer was 
responsible for data collection and quality assurance of this data. 
Data preparation and modeling was the responsibility of the data 
scientist. The business analyst evaluated the models with the 
support of the data scientist. Designer under the supervision of 
the business analyst deployed the model, incorporating its 
results in a website. Figure 10 shows a preliminary version of 
the implementation of the proposed approach. Some of the 
activities changed as well as the timings. And some of the roles 
also regrouped according to the skills of the persons involved in 
the project. The usage of acronyms is the following for roles: 
BA – Business Analyst, DE – Data Engineer, DS – Data 
Scientist, WD-Web Designer; And for RACI: A-Accountable, I-
Informed, R-Responsible. 

The management of the data science project, in this case, 
gains from the assistance of such a methodology. As long as it 
allows integrating the specified components.  Because it allowed 
the adjustment of expectations, clarifying the scope of the 
project, costs and time. It also makes clear the tasks assigned to 
each person. 

 

 

Figure 10.  POST-DS Example usage. 

 

Activities Roles Harmonogram Tools

(e.g CRISP-DM) (e.g. RACI) (e.g. GANTT)

Activities BA DE DS WD w1 w2 w3 w4 w5 w6 w7 w8 w9 w10 w11 w12 w13 w14 Tools

1
Business 
Understanding

1.1.
Determine Business 
Objectives

A/R meeting

1.2. Assess the Situation A/R meeting

1.3.
Determine Data 
Science Goals

A/R meeting

1.4. Produce Project Plan A/R R R WBS, GANTT

2 Data Understanding

2.1. Collect Initial Data  C A/R  I open data, scraping,

2.2. Describe Data  C A/R  I Jupyter/python

2.3. Explore Data  C A/R  I Jupyter/python

2.4. Verify Data Quality  C  C A/R Jupyter/python

3 Data Preparation A/R

3.1. Select Data  I A/R Meeting

3.2. Clean Data  I A/R Jupyter/python

3.3. Construct Data  I A/R Jupyter/python

3.4. Integrate Data  I A/R Jupyter/python

3.4. Format Data  I A/R Jupyter/python

4 Modelling

4.1.
Select Modeling 
Techniques

I A/R MIT flowchart

4.2. Generate Test Design I A/R Jupyter/python

4.3. Build Model I A/R Jupyter/python

4.4. Assess Model I A/R Jupyter/python

5 Evaluation

5.1. Evaluate Results A/R R Jupyter/python

5.2. Review Process A/R meeting

5.3. Determine Next Steps A/R meeting

6 Deployment

6.1. Plan Deployment A R R Wordpress or Flask

6.2.
Plan Monitoring and 
Maintenance

A meeting

6.3. Produce Final Report A/R R R R meeting

6.4. Review Project A/R R meeting
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I. CONCLUSIONS 

An overview of the evolution of data mining process models and 
methodologies are studied. Given that the methodologies 
analyzed were not complete, a new approach (POST-DS) was 
proposed. This approach allows for the identification of 
processes, organization, scheduling and tools. This approach is 
inspired particularly in the Cross-Industry Standard Process for 
Data Mining, but it intends to give additional guidelines. This 
methodology was applied in a specific data science project. The 
application made it possible to conclude that this POST-DS can 
contribute to a better alignment of overall project management.   
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