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Artificial
Intelligence(Al)

* Artificial intelligence refers to the
development of computer-based
solutions that can perform tasks
which mimic human intelligence.




-6Jg'-

1956 Dartmouth Conference:
The Founding Fathers of Al

3
a

User

User c;b"'{'h | Interface |
/ | Inferen&.
s Engine

W

Knowledge |
Base

sl Expert
Systems

Symbolic

Knowledge
Engineering

Winter 2

Euristic
Search Winter 1

1950 1960 1970 1980 1990 2000 2010 2020

v



1956

A PROPOSAL FOR THE
DARTMOUTH SUMMER RESEARCH PROJECT
ON ARTIFICIAL INTELLIGENCE

M. Corporation
Al Telephone Laboratories

August 31, 1055

1956 Dartmouth Conference:

John MacCarthy Marvin Minsky Claude Shannon Ray Solomonoff
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* Ray Solomonoff

* Marvin Minsky

* John McCarthy

* Claude Shannon

* Trenchard More

* Nat Rochester

* Oliver Selfridge

* Julian Bigelow

* W. Ross Ashby

* W.S. McCulloch

* Abraham Robinson
* Tom Etter

* John Nash

* David Sayre

* Arthur Samuel

* Kenneth R. Shoulders
* Shoulders' friend

* Alex Bernstein

* Herbert Simon

* Allen Newell

The Founding Fathers of Al

Alan Newell

Trenchard More
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What is Machine Learning?
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What is Machine Learning?

Machine Learning

X2~ 4y
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____ - statistics, energy price, and alternatrve mvestment (or cost of
1  INTRODUCTION opportunity) on bitcoins prices. The second purpose iz to

o . L . identify the algorithm with better predicting powar. To do it,
_ Pradiction has bean one of the mam objectives of pursuit .z e several machine lsaming algorithms,

selence i or at least creating modsls that may help wnderstand

reality and further help prediction. [11] In recent years

Decision tree, Linear & Logistic regressian
Supervised Regression Continuous target
learning 54, Have Bayes, KM,
Classification | Categorical target
Machine

learning Clustering

K-riviadits, DBSCAN, Gassian Mixtug kModad
-

* Machine Learning
Algorithms
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Semi'SUpErWSEd L Deagree Sep,, Lagiacian regulscigation o

Iearning Cap-kmeans, Loop-krmsany, Sesded-kmaans
-

Unsupervised

Agricri, Eclas, FP-Grost..

Association Rule

learning Mining Target not
PCA. LD, Feature Sekection . B N available
Dimensicnality
Reinforcerment reduction
Iearning SAFEA, Maorte-Carks, O lzarning
Control
o —

* Aparicio, Romao & Costa (2022)




import numpy as np

from sklearn.linear model import LinearRegression

from sklearn.model selection import train test split

from sklearn.metrics import mean squared error,

Simulated data:

2* np.random.rand (100, 1)

4 + 3 * X + np.random.rand (100,1)

H X

Split into training and testing sets

X

_train, X test, y train, y test

# Create and train the regression model

model LinearRegression ()

model.fit (X train, y train)

# Make predictions

y_pred

model.predict (X test)

# Model performance metrics

mse mean_ squared error(y test, y pred)

r2

= r2 score(y test, y pred)

# Display results

print ("Intercept",model.intercept )
print ("Coefficient:",model.coef [0])
print ("Mean Squared Error:",mse)

Score",r2)

print ("R?2

Advertising Spending and Monthly

train test split (X, vy,

r2 _score

(X) Sales Revenue (Y)

test size=0.2, random state=42)

All Data

SN T

Training Validation -
. How good
Which model
Models learn the task . is this
is the best?
model truly?

Intercept [4.88117573]

Coefficient: [2.9897881]

Mean Squared Error: 8.87131786715135545
R? Score @.98P6385236616626




import matplotlib.pyplot as plt

# Plot the results

plt.scatter (X test, y test, color='blue', label='Actual Sales')
plt.plot (X test, y pred, color='red', linewidth=2, label='Regression Line')
plt.xlabel ("Advertising Spending (€1000)")

plt.ylabel ("Monthly Sales Revenue (€1000)")

plt.title("Advertising Spending vs. Sales Revenue")

plt.legend()

plt.show ()

Advertising Spending vs. Sales Revenue

® Actual Sales [ ]
— Regression Line

120 A

100 4

80 4

60

Monthly Sales Revenue (€1000)

20

0 10 20 30 40
Advertising Spending (€1000)




Prediction

Inference

Robust model using all
predictors to accurately

Estimate the relationship
between an outcome

Goal predict the outcome variable and predictor
variable (Y) with high variable(s), while accounting
accuracy and low error. | for confounding factors.

Question How can | accurately Whatdo the relqtlonshlps

: : between the variables

Answered predict new data points? | . .

signify?
Predicting house prices | Inferring the impact of
based on features like education level onincome
size, location, and while controlling for factors

Example

number of bedrooms
using regression
models.

such as experience and
occupation using linear
regression analysis.




SOMEONE SENT ME
ANOTHER ANONYMOUS
EMAIL WITH A LINK
TO AN ARTICLE ABOUT
THE WORLD'S WORST
BOSSES.

Inference

Dilbert.com DilbertCartoonist@gmail.com

I GET ONE OF THOSE
EMAILS EVERY TIME
I LEAVE YOUR CUBICLE.
DID YOU THINK I
WOULDN'T NOTICE THE
CORRELATION?

11-28-11 ©2011 Scott Adams, Inc. /Dist. by Universal Uclick

I CORRELATION |
DOES NOT IMPLY

CAUSATION.

Given a dataset, the purpose is to infer how the output is generated as a function of the

data.

Titanic Disaster

v

Use the model to learn about the data generation process.

Model interpretability is a necessity for inference

Understand the way the independent variables X affect the target variable Y.

Ex: find out what the effect of passenger gender, class and age, has on surviving the

Causal inference provides arigorous framework for identifying cause-and-effect




Input Data Black Box Models Model Output
(Training) (Prediction)

* Explainable artificial intelligence (XAl)
* is a set of processes and methods
* that allows human users to comprehend and trust

* the results and output created by machine learning
algorithms

v



Prediction

v

Use the model to predict the outcomes for new data points.

When performing predictions over data, the purpose is estimating f in
y=f(x)

The purpose is not understanding the exact form of the estimated
function, as far as it can perform predictions quite accurately.

To be able to predict what the responses are going to be to future
input variables.

Ex: predict prices of oil
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Deep
l.e a r n i n g Traditional machine learning
€=

Feature engineering Features Traditional ML model Output

* s asubfield of machine
learning ,-,,pm

e focuses onthe development .
and application of artificial Deep learmng
neural networks, particularly

deep neural networks. 'ua\ .f.;{. ~}§;,.¢',\ % Cat
|::> ">‘2 AT~
¢ composed of layers of ;‘“55 G SR /..Q‘O m
interconnected nodes (S, = S
(artificial neurons) that Raw ' a

can learn and make input
decisions.

Qutput
Feature learning + classification

* Theterm "deep" refers to the
use of multiple layers in the
neural network.




Natural
Language

Processing (NLP

* subfield of artificial intelligence

* focuses on the interaction between
computers and human language.

* The goal of NLP is to enable
computers to understand, interpret,
and generate human language in a
way that is both meaningful and
contextually relevant.

* involves the application of
computational techniques and
models to analyze and derive

meaning from natural language data.

* Sentiment Analysis e increasing
importance (Aparicio et al, 2021,
Costaetal., 2021)

Emotion analysis of Portuguese Political Parties
Communication over the covid-19 Pandemic

Joao Tiago Aparicie Jodio Salema de Sequeira Carlos I. Costa
Insam_“f B“-ff"?i T?m Institato de Fstudos Politicos Instituto Universitario de Lisboa
E‘;::‘n.'; = ;m Universidade Catdlica Portuguesa (ISCTE'TL—L)- ISTAR-IUL,
joan. aparicio@tecnico ulishoa.pt Jezosalemasequeia@zmail com Lishoa, Portugal
ISEG, Univerzidade de Lizboa,
Lisboa, Portugal
carlos.costaf@acm.org

Abstract — In this paper, we sxplore the uze of emotions in the
Portuguese political parties' (with a seat in the Portuguesa
Parliament) communication as expressed by their official
Twitter accounts, as of March 2020. The chosen period of our
investization is particularly interesting because political parties.
had a chance to communicate their views during a pandemic
situation and over a period of one year. These views include
poszsible solutions to face the crisiz and their comments on the
developmant of the whole situation Using 2 standard lexicon
we classified the amount of particular emoctions m diffarent
tweets. Using thiz method we plotted the averaze positivity and
negativity along tima per party. Wa aleo anabyzad the impact of
each emotion to classify positivity using the prezent corpus.
Finally, we considersd some important words regarding the
pandemic and their averaze positivity score. The analysis
allows us to identify different approaches to participation in
social media zccording to different strategies more than
political ideclogy.

_ E'm - I )WI” T

media. In this context, the lution in Matural I
Processing (WLF} and sentiment amalysis is significant,
howevar the political commumication in Porfugal has not vat
been a subject of this kind of study, since the available meodals
and lexicons are not yet adapted to European Portuguese. In this
sense, we aim to answer the following question: What are the
prevalant amotions in the Portuguszs political parties’ twasts
during ovar the first vear of tha covid-19 pandemic?

The purpese of the work performed in thiz paper is to
analyse the commumication of the official Twatter accomnts of
tha Portuguese pohhcal parties. The time frame ranges through
3200 last tweets, going as back 2s March 2020, when the first
case of covid-19 was registered in the country. This peried i=
specially interssting because political parties had a chance to
communicate to the elactorate their ideas in face of a social and
aconomic crisis. It is important to take info consideration that
the different parties tweeted with a different frequency,
howevar the reality they were facing was one and the same.

I LITERATURE REVIEW
amalysis rafers to using several approaches, such

pardes; F lecicon;
analysis; emoders; mm:m Mﬂjm&ﬁﬂ,m covid-19.

I INTRODUCTION

Mow-z-days, differsnt political actors are increazingly using
social media platforms to communicate their worldviews.
American Presidants have used Twitter heavily to communicate
thair posrhm: inrelation to specific ideas and to specific policies
[3]. Hence itis e&senhal to anal)se\\hat s bmng communicated
and even more mmp how ik 1z being done
in order to bast assass their impact. Political communication can
help uz explain the ups and dovwnsz of the elactoral polls and the
electoral success of a certain pelitical party or individual in the
following election.

The publication of The Gutenbsrg Galaxy: The Making of
Typographic Maw [3] considers the effacts of social madia in
different human dimensions. However, 2 mew empirical
approach iz needed, ome that considers the effects of social
networks or to put it simply 2 Zuckerberg Galaxy approach
which demenstrates how Facebook, Twitter, and other social
meadia are usad and to what extent they have 2 more decisive
influsnce on some of the voters, in comparison to the traditional

as: natm:.l Ianguage processing, text analysis, computational
and b trics, to sy tcally identify, extract,
quantify, and study affactive states and subjective information.

Emotions can be reactons to internal stmuli (such as
thoughts or mnes) or events in our emviromment. To
analyze emotions, Mohammad and Tumey [1] propesed a
lexicon. This lexicon uses six emotions [2], [3]: joy, sadness,
anger, fear, disgust, and surprise, alons with how positive and
negah\'ethe\\urds are. These are a subzat of the sight emotions
proposed in  Plutchike [4] which are still relevant today [10].
Recently the study of tha impact of texts on such emotions has
been done, namely in the USA political context [3]. This was
dons with =2 foens on and topical
However, thare wasnoznal\mccelﬂieemo‘nmonﬂmcnntent
of the messags shared by the political parties, instezd it was
focused on its recephm using Twitter users from states with
opposing political views. Thiz analysis was done over the
covid-19 pandemic period, from %th of March to the 13th of
Dacember, not encompassing any analysls over 2021. The
study was composed of three stages, unizram frequencies
idantification, sentiment analysis and then topic modaling. The

2021 18th Tbevian Conference on Information Svstems and Technolagies (CISTT}
23 — 26 June 2011, Chaves, Portugal
ISBN: 573-585-34639-1-0




Data Science

* includes techniques developed in some
traditional fields like artificial intelligence,
statistics or machine learning.

Domain Knowledge

Aparicio et al. (2019).




Generative Al

Class of Al algorithms and models that are designed to generate
new, original content.

Gen Al learn the underlying patterns and structures in the data
and can generate novel outputs.

Instead of being trained on specific examples and then making
predictions or classifications

These models are particularly good at creating content that
resembles or is similar to the data they were trained on.




Photogr

Generative Al

Guessing next word
Markov Chain

Training model




Variational
Autoencoders

Types of generative Al
models

* (Generative Adversarial Networks
(GANSs)

Generative * Variational Autoencoders (VAEs)
Al modeils | » Autoregressive Models

e Recurrent Neural Networks
(RNNSs)

* Transformer-based Models

* Reinforcement Learning for
Generative Tasks

Autoregressive
models * Generative Al for Data Privacy,
Security and Governance.




Types of generative Al models

* Generative Adversarial Networks (GANSs):

* agenerator and a discriminator are
trained simultaneously through
adversarial training.

K ﬂé' B
o

= P

* Variational Autoencoders (VAES):

* learn a probabilistic mapping from the
observed data to a latent space.

* Good to generate new samples from the
learned latent space.

* Autoregressive Models:

* the probability distribution of the next
, value in a sequence depends on the
w=c+ Y aryyi+er previous values.

1=1

v



Types of
generative Al
models

Recurrent Neural Networks (RNNs):

* RNNs are commonly used for
sequence tasks, including some
generative tasks, they are not
exclusively generative models.

* Variants like LSTM and GRU are
popular choices.

Transformer-based Models:

* Transformers, especially large
language models.

Reinforcement Learning for Generative
Tasks:

* can be usedin conjunction with
generative models, and this
combination is powerfulin
scenarios where the generative
model needs to produce
sequences or structures guided
by a reward signal.

Recurrent Neural Networks

Qutput
Probabilities

BERT GPT
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Transformer

Multi-Head Attention
t

Linear

* Deep learning architecture based on the multi-head

attention mechanism

Attention Is All You Need

Ashish Vaswani* Noam Shazeer® Niki Parmar* Jakob Uszkoreit*

Google Brain
avaswani@google. com

Google Brain
noam@google. com

Google Rescarch
nikip@google. com

Google Research
usz@google. com

Llion Jones* Aidan N. Gomez* ! Lukasz Kaiser*
Google Research University of Toronto Google Brain
1lion@google.con  aidan@cs.toronto.edu  lukaszkaiser@google.com

Tllia Polosukhin® ¥
illia.polosukhin@gmail.com

Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple n:twork dnhlwclulr, lhc Transformer,
based solely on attention
entirely. Expmm:m.s on two mzcllme Iranslalmn msks show thexc models to
be superior in quality while being m d requi
less time (o train. Our model :lcluevex 28.4 BLEU on lhe W'MT 20]4 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model i anew singl del state-of-the BLEU score of 41.0 after
training for 3.5 days on eight GPU@. a small fraction of the training costs of the
best models from the literature.

1 Introduction

Recurrent neural networks, long short-term memory and gated recurrent [7] neural networks.
in particular, have been firmly established as state of the art approaches in sequence modeling and
transduction problems such as language modeling and machine translation [29 2 5]. Numerous.
elTorts have since continued to push the boundaries of recurrent language models and encoder-decoder
architectures [31,[21,[13].

Output
Probabilities

Multi-Head
Attention

Nx
L \ —
Positional b a Positional
Encoding Encoding
Input Outy
Embedding Embeciding
Inputs Qutputs
(shifted right)




GPT

e Genera
trained

Transfo
* [satypeo
autoregdrt /

that uses a
transformer
architecture.

* |s pre-trained on a
large corpus of

text data and can Ch
then be fine-tuned atG PT

for specific tasks.
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Google
Gemini

Feature LaMDA PaLM Gemini
Release 2021 2022 December 2023
Date
Conversatio .
Focus General-purpose Multimodal
nal Al
Realistic Large & diverse Underst?ndmg&
Strengths . processing various
dialogue dataset
data formats
Gemini/ L
Successor PalM Gemini N/A

Google Gemini

Bard is a conversational Al chatbot
powered by a combination of generative Al
techniques, including:

* Transformer-based models:

* Google's Pathways Language Model (PaLM) is
used to generate text that is fluent, coherent,
and grammatically correct.

* Autoregressive models

* to predict the next word in a sequence, which
helps to ensure that its responses are natural
and engaging.

* Reinforcement learning:

* itisrewarded for generating responses that are
informative, comprehensive, and relevant to
the user's query.




RAG

* retrieval-augmented generation

* is an Al framework for retrieving facts from an
external knowledge base to ground large
language models (LLMs) on the most accurate,
up-to-date information and to give users insight
into LLMs' generative process

Source: IBM




Your Own LLM locally

© GPT4AIIV3.100

A

Home

2
Chats

@

Models

S|

LocalDocs

©

Settings

+ Existing Models

Explore Models

GPT4All Remote Providers HuggingFace

These models have been specifically configured for use in GPT4All. The first few models on the list are known to work the best, but you
should only attempt to use models that will fit in your available memory.

Al Reasoning

Llama 3.2 1B Instruct

+ Fast responses
* Instruct model

+ Multilingual dialogue use Download
+ Agentic system capable

+ Trained by Meta

+ License: Meta Llama 3.2 Community License

4.0 LLaMA3

Nous Hermes 2 Mistral DPO

Good overall fast chat model

Download

Fast responses

Chat based model

Accepts system prompts in ChathL format

Trained by Mistral Al

- Finetuned by Nous Research on the OpenHermes-25 dataset




DeepSeek

* Founded by Liang Wenfeng
* Headquarters: Hangzhou, Zhejiang, China

* iu, A, Feng, B., Xue, B., Wang, B., Wu, B., Lu, C., ... & Piao, Y. (2024). Deepseek-v3 technical
report. arXiv preprint arXiv:2412.19437.

&' deepseek

DeepSeek-V3 Technical Report

DeepSeek-Al

2

research@desepsesk.com

®

Abstract

We present DeepSeek-V3, a strong Mixture-of-Experts (MoE) language model with 671B total
parameters with 37B activated for each token. To achieve efficient inference and cost-effective
training, DeepSeek-V3 adopts Multi-head Latent Attention (MLA) and DeepSeekMoE architec-
tures, which were thoroughly validated in Deef -V2. Furl Deey V3 pioneers
an auxiliary-loss-free strategy for load balancing and sets a multi-token prediction training
objective for stronger performance. We pre-train DeepSeek-V3 on 14.8 trillion diverse and
high-quality tokens, followed by Supervised Fine-Tuning and Reinforcement Learning stages to
fully harness its capabilities. Comprehensive evaluations reveal that DeepSeek-V3 outperforms
other open-source models and achieves performance comparable to leading closed-source
models. Despite its excellent performance, DeepSeek-V3 requires only 2.788M H800 GPU hours
for its full training, In addition, its training process is remarkably stable. Throughout the entire
training process, we did not experience any irrecoverable loss spikes or perform any rollbacks.
The model checkpoints are available at https://github. com/deepseek-ai/DeepSeek-V3l

& Hi, I'm DeepSeek.

How can | help you today?

|

&R DeepThink (R1) @D Search @J
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Comparing Models
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Some issues...

Hidden costs

Ethical control vs. Political censorship

* Corporations or government are stealing data?
* Bad practices
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WAIM Workshop on Artificial
Intelligence and Management

* Social and Economic Impact
of Al

* Al and Finances

* Al Maturity

* Digital Transformation and Al
* Robotic Process Automation
* Al Users

* Al and Communication

* Ai and Ethics

* Al Democratization

WAIM2019: 1sr Workshop on Artificial
...+ Intelligence and Management - ==
ST T M e e O
TAVE e ve ‘ﬁi'@d\&_-

ind Workshop on Artificial
Intelligence and Management

WAIM?2022: 4th Workshop on Artificial

Intelligence and Managemen 8
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5 WAIM2024: 6th Workshop on Artificial
Intelligence and: Management
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Social and Economic Impact of Al

Socio-Economic Consequences of Generative Al: A
Review of Methodological Approaches

* Increase Unemployment?
* Increase Employment?

* Several techniques may
be used to help predicting

Carlos J. Costa
Advance/ISEG (Lisbon School of
Economics &amp;
Management), Universidade de
Lisboa, Portugal
cjcosta@iseg ulisboa.

Absrmct — The widespread adoption of generative aﬂ]flcla]

Joao Tiago Aparicio
INESC-ID and Instituto Superior
Técnico, Universidade de Lisboa;
LNEC, Department of Transport,

Av_do Brasil 101, Lisboa, 1700-075,
Lisboa, Portugal
joao.aparicio@tecnico.ulisboa.pt.

Manuela Aparicio
NOVA Information Management
School (NOVA IMS), Universidade
Nova de Lisboa, Portugal
manuela aparicio@novaims unl pt

Therafore, our effort aims to solve the complexities inherent in

(AI) has

landscapes and societal structures in recent years. Qur objective is
to identify the primary methodologies that may be used to help
predict the economic and social impacts of generative AT adoption.
Through a comprehensive literature review, we uncover a range
of methodologies poised to assess the multifaceted impacts of this
technological revolution. We explore Agent-Based Simulation
(ABS), Econometric Models, Input-Output  Analysis,
Reinforcement Learning (RL) for Decision-Making Agents,
Surveys and Interviews, Scenario Analysis, Policy Analysis, and
the Delphi Method. Our findings have allowed us to identify these
approaches' main gths and and their in
coping with uncertainty, robustness, and resource requlrem-ts

and deciding

5 AL AT adopii fods; prediction;
methodology.
I INTRODUCTION

In recent years, genermve arhﬁclzl intelligence (AI) usage
has revolutionized teck and

this tac gical revolution and provide insights to mform
strategic decision-making and policy formulation in an era of
unprecedented change.

Our stigation ines various methodol ranging
from traditional econometric models to cutting-edge
reinforcement learning techniques tailored for decision-making
agents. Agent-Based Simulation (ABS), Input-Output Analysis,
Surveys and Interviews, Scenario Analysis, Policy Analysis, and
the Delphi Method all feature prominently. each offering unique
insights into the intricate dynamics entwined with the
proliferation of generative AL They are synthesizing msights
gleaned from these methodologies. Recognizing the nuanced
interplay between technological advancement and its societal
ramifications, we argue that such an integrative approach is
essential for comprehensively understanding the transformative
effects of generative Al

Moreover, by shedding light on the multifaceted
es of Al tion, our research aims to facilitate

reshaped the societal structure. This transformative force,
marked by its ability to generate novel content, ideas, and
solutions autonomously, has sparked unprecedented levels of
innovation across various sectors [14, 22,42, 52, 54] However,

* Costa, C. J., Aparicio, J. T., & Aparicio, M. (2024

MethodologlcalApproaches arX/vprepr/ntar iv:2411.09313.

informed decision-making and policy formulation in the face of
unprecedented technological change. Through this integrative
lens, we aspire to contribute to a deeper comprehension of the
societal implications of AI innovation, empowering

. Socio-Economic Consequences of Generative Al: A Review of




Future Scenarios

e Al Scenarios

Rapid

Scenario 1: Optimistic Future
advancements

Scenario 2: Technological

Stagnation Slow progress

Moderate

Scenario 3: Sustainability Focus
progress

Scenario 4: Economic Downturn [RIglitzIeRiSTaleilgl=

* Bibliographic dataset

* Topic Model

* Classification

* Impact Uncertinty Matrix

. . . Al and Digital | Renewable Energy and | Financial Markets and
Scenarios / Dimensions . . o .
Education Sustainability Fintech

Rapid transition to
renewables

Stable markets, fintech
growth

Moderate renewable

Market volatilit
adoption arket volatility

High investmentin
renewables

Stable markets, green
finance

Low investment in

Market decline
renewables




Al and Finance

* Widespread use:

 Fraud Detection and Risk
Management:

* Credit Scoring and Financial
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* Investment & Portfolio Manageme
 Customer Service
* Algorithmic Trading

* Regulatory Compliance &
Automation

* Challenges:
e Data Quality and Bias
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* Integration with Legacy Systems
* Ethical and Privacy Concerns
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What’s your company’s Al maturity

level?

Four Stages of Enterprise Al Maturity

AI b dol=dadlanl=dagl"
el ) WL UL AL U

STAGE and prepare

PERCENTAGE o
OF FIRMS 28%
® Educating the

workforce on Al

* Setting up acceptable-
use policies

* Working on making
data accessible

ATTRIBUTES

® Ensuring that decision-
making uses data

* |dentifying where
humans need to be in
the loop

Exploration
and education

FOCUS

. .
B o o NS
e LN e bl e L

elpnle ) =¥ =4

34%

* Beginning fo simplify
and automate processes

* Creating use cases

® Sharing data via APIs

* leveraging a coach-
and-communicate
management style

e Using LLMs — both
out-of-the-box traditional
and generative Al models
— to augment work

Business cases
and pilots

31%

* Expanding process
automation efforts

® Changing to a more test-
and-learn way of working

e Architecting for reuse

® Incorporating pretfrained
models into work and
investigating the use of
proprietary Al models

® Exploring autonomous
agents

Scaling Al platforms
and dashboards

Tacrome L
LA LA = o L

TIITY ! =Ll af~Ta .a-‘\'
L AL LS AL B At f

/%

* Embedding Al into
decision-making and
processes

e Creating and selling
Al-augmented business
services

e Combining traditional,

generative, agentic, and
robotic Al

Continuous innovation
and new revenue streams

© MIT CISR 2024. Source: MIT CISR 2022 Future Ready Survey (N=721) and interviews in 2024 with 16 executives af nine enterprises. Respondents
were grouped info four stages using a measure of Total Al Effectiveness, the equally weighted combination of three measures: effectiveness of Al to i)

improve operations, (i) improve customer experience, and (iii) support and develop the ecosystem. On a 0%~-100% scale of Total Al Effectiveness,

Stage 1 Al Capability=0%-49%, Stage 2=50%~74%, Stage 3=75%-99%, Stage 4=100%.

MANAGEMENT
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Digital Transformation and Al

* Machine learning
* Deep learning
« NLP

* |Improve competitive advantage
» Effectiveness
» Efficiency

* |Improve organization

Artificial Intelligence as the core technology for the
Digital Transformation process

Reihaneh Hajishirzi
ISEG - Lisbon School of Economics & Management.
University of Lisbon
Lisbon, Portugal
reithaneh hajishirzi@aln iseg ulisboa pt

Abstract — Digital transformation (DT) is about change in every
aspect of the organization, but fu technol are the
core of this conversion. In this paper, modern technologies, mostly
Artificial Intelligence (AI), is studied. Also, the impact of Al in
creating value for companies has been investigated. It also argues
that the firms which accept these changes as opportunities will
succeed in the digital age. In this research, by applying the
literature review methodology, it was found that AT can enhance
the customer experience. It expands the number of sales and
enables real-time decision making.

Keywords — artificial intelligence, digital transformarion, digital
technology, value creation, organizational barriers.

L INTRODUCTION

Nowadays, in the digital era, disruption i1s happening
everywhere, and for surviving, businesses must leamn to see
things differently, do thing differently and deliver things
differenfly [1]. They need fo use digital innovations m their
processes, structures, procedures, values, products, assets to
manage risk and threats and improve efficiency and customer
experience [2]. This process is called digital transformation. It
consists of many building blocks mn an organization: digital
technologies, Disruptions, Strategic responses, Changes in value
creation paths, Structural changes, Organizational barriers,
challenges, and Positive impacts. Digital technology plays a
crucial role in digital transformation because it 1s the core of this
process [3].

Carlos J. Costa
Advance/CSG, ISEG - Lisbon School of Economics &
Management, University of Lisbon
Lisbon, Portugal
cjcosta@iseg. ulisboa pt

for a new digital age. Also, this research helps them to
understand how it can improve customer experiences through
AL

This paper is structured as follows. In section II, the impact
of technology on the wvalue chain and organizational
performance 15 presented. Then in section III, the building
blocks of DT is defined, and in section IV, trends in digital
technology and AT are presented. The effects of AT on valie
creation for companies are then discussed. In the next section,
we describe the organizational barriers to adopting AT in the
organization and its positive and negative effect. Finally,
several case studies related to the topic are reviewed.

II.  IMPACT OF TECHNOLOGY
A. Exponential Evolution of Technology

In recent years, digital technology has evolved fast and has
progressed exponentially. Three fundamental laws explain the
exponential growth in processing, communication and storage.
According to Moore's law, every 18 months, we can have twice
the data processing power. The second law 1s called Butter's law,
and it says every nine months, the amount of data communicated
doubles. The other law 1s Kryder's law which says the amount
of data stored in a hard drive will double every 13 months [7]-
[10]. Therefore, this growth makes digital innovations faster,

Hajishirzi, R., & Costa, C. J. (2021, June). Artificial Intelligence as the core technology for the Digital Transformation
process. In 2021 16th Iberian Conference on Information Systems and Technologies (CISTI) (pp. 1-6). IEEE..




RPAis not Al

RPA may be integrated
with Al

Al may help redesign
processes

Robotic Process Automation

Robotic Process Automation: A case study in the
Banking Industry

Mario Romio Todo Costa Carlos J. Costa
Advance/CSG, ISEG - Lisbon ISEG - Lisbon School of Economics Advance/CSG, ISEG - Lisbon
School of Economics and and Management School of Economics and
Management Universidade de Lisboa Management
Universidade de Lisboa Lisboa, Portugal Universidade de Lisboa
Lisboa. Portugal joao.marquescosta@millenniumbep. pt Lisboa. Portugal

mario romao@iseg ulisboa pt cjcosta@iseg ulisboa pt

Abstract — Robotic process automation (RPA) is the use of
software with artificial intelligence (AI) and machine learning
capabilities to handle high-volume, repeatable tasks that
previously required only humans to perform. In short, there is at
least a problem with traditional Business Process Management
(BPMI) systems, as they cannot suggest the best combination of
tasks, people and timings, which can increase the benefits of
running them, while reducing the costs and risk factors. Yet, it is
an irrefutable fact that the current business environment is highly
dynamic. On the one hand, we need to be more efficient to execute
‘what is operational and obvious, releasing scarce resources for
more critical areas. Then, dealing with business process
management and automation, a common claimed benefit is
associated with the improvement of performance. In addition to
this and other potential benefits, we also highlight some potential
operational risks from the adoption of AT-based systems like RPA.
The acceleration in the business context makes it more difficult to
predict what changes will occur and how they can affect the
technological solutions used in the increasingly automated
business processes. We point out the fact that immature or not
welktrained models can eventually decrease productivity and
increase errors from unsupported or even wrong decisions. We
present a case study in the banking sector, which illustrates some
examples of benefits and risks arising from BPM solutions that use
Al-related agents/artifacts.

Keywords - Business Process (BP); Business Process Management
(BPM); Business Process Automatiom (BPA); Robotic Process
Automatiom (RPA); Artificial Intelligence (AI).

growing dynamism of business environments, BP are
redesigned and/or reengineered as a response to those external
transformations or even because companies want to be operating
with more agility.

Business Process Management (BPM) 1s a relevant topic
focused on managing organizational processes using different
methods. techniques and software solutions to analyze. control
and manage tasks and organizational activities, using assets like
people, skills, applications. documents and other related data and
information [22].

An identified problem of current BPM solutions 1s that they
do not leverage the amount of data to create insights to solve the
most challenging aspects of a BPM System. what task to
execute, When the task should be completed (SLA) and by
Whom the task should be made These 3W's has been usually
defined by Process Managers. with tiny or any contribution of a
learning mechanism that could increase the probability of a best
outcome. So. they cannot suggest the best combination of tasks.
people and timings in order to increase the benefits of running
them while reducing transaction costs and associated risks.
[25][26]

Nowadays, either researchers and practitioners propose that
BP must be gradually optimized and automated. In extending the
scope and sophistication of automation. some pertinent
questions arise, such as: (1) What are the main benefits and risks
associated with new solutions that deepen BP automation with
greater "intelligence” in BPM? (2) Is an automated and
intellizent mechanism mare annronriate to define and decide

Romao, M., Costa, J., & Costa, C. J. (2019, June). Robotic process automation: A case study in the banking industry. In 2079
14th Iberian Conference on information systems and technologies (CISTI) (pp. 1-6). IEEE.

e Ortiz, F. C. M., & Costa, C. J. (2020, June). RPA in Finance: supporting portfolio management: Applying a software robotin a
Fortfolio optimization problem. In 2020 15th Iberian Conference on Information Systems and Technologies (CISTI) (pp. 1-6).
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Al User Archetype Model

Carlos J. Costa 1[0000-0002-1037-0561]

VISEG, Universidade de Lisboa, Lisboa, Portugal
!cjcostafiseg.ulisboa.pt

Abstract. The rapid development of Al technologies has resulted in diverse in-
teractions between users and Al systems. This paper introduces an AI User Ar-
chetype Model. classifying users based on their Al literacy, engagement levels,
motivations. and governance. The model provides a structured approach to un-
derstanding users' behavior, enabling the design of Al systems that align with
user needs and enhance Al democratization. The archefypes include The Sage,
The Warrior, The Creator, The Producer, and others, each representing a unique
combination of these dimensions. This model can be used to optimize Al product
design. inform AT education strategies, and guide policy-making for more inclu-
sive Al development.

Kevwords: Artificial Intelligence. Gamification. GenAl, User Archetype

1 Introduction

There is a need to explore AT users. why they interact with AT daily. and how AT tech-
nologies have resigned themselves. There are user systems developed for AT thinkabil-
ity-around-and-user engagement. Thus, fully understanding their differences would be
instrumental in delivering AT systems that suit user needs and broaden their basis. Fur-
ther reflections on this attempt to characterize the Al user elucidate their engagement
with AT systems. Besides. it explores in detail the most dominant dimensions of user
engagement with Al indicating how users relate and interact with these technologies.
The research reported in this paper amms to illuminate a particular model that catego-
rizes Al users based on their literacy. engagement. motivations, and governance while
establishing a comprehensive and broad-source framework for user-centered Al design.
The methodological approach consisted of a multidimensional analvsis of ATusers. The
proposed factors are selected according to four main dimensions: AT literacy. level of
engagement, mofivation, and governance. User archetypes are formed from multidi-
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Al and Communication
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Sentiment Analysis of Portuguese Political Parties

Communication
Carlos J. Costa Manuela Aparicio Joao Tiago Aparicio
ADVANCE/CSG, ISEG (Lisbon School NOVA Information Management INESC-ID and Instituto Superior
of Economics & Management), School (NOVA IMS), Universidade Tecnico/Universidade de Lisboa, Dep
Universidade de Lisboa, Portugal Nova de Lisboa, Portugal Transportes LNEC, Portugal
il ulisboa.pt 1 ici unlpt joao.aparicio@tecnico.ulisboa.pt

ABSTRACT

Political communication in social media has gained increasing im-
portance in the last years. In this study, we analyze the political
parties’ ication on Twitter and the i

of their communication. First by identifying their communication
performance regarding the daily number of tweets, favorite tweets,
number of retweets per day and per political party. We present
a sentiment analysis by the political party using tweels data. In
this study, we propose an explanatory model with the main drivers
of retweets. To conduct this study, our approach used data anal-
ysis and machine learning techniques methods. Results indicate
the main determinants that influence future retweets of political
posts globally. Here we present a comparison of the communication
content between tweets posts and the political parties’ programs
available on their institutional websites. We identify the similar-
ities between tweets and formal programs per party and among
all parties. This study contributes to analyze the coherence and
effectiveness of the political parties’ communication.

CCS CONCEPTS

- General and reference; - Cross-computing tools and tech-
niques; - Empirical studies;; - Information systems; - Infor-
mation retrieval; - Retrieval tasks and goals; - Sentiment
analysis;; - Computing methodologies; - Artificial intelli-

gence; - Natural language p 5 -

KEYWORDS
Twilter, political parties, sentiment analysis, document similarity,
machine learning

1 INTRODUCTION

Political parties are increasingly using social media to communi-
cate their values and ideas. An example of such behavior was when
Barack Obama’s staff successfully used Twitter in the 2008 presi-
dential elections [13]. This practice persisted in Donald Trump’s
administration in 2016 [14]. However, using social media s not a
panacea per se. It is also essential to analyze what is the effectiveness
of what is being communicated to the public. The cohesion between
parties’ political agenda versus their social media communication
needs to be addressed [27). Are parties communicating according
to their goals, or is it all part of a hype machine? [16] The usage of
social media in a political context has been studied by several au-
thors [6,7, 13, 14]. In this context, the evolution in natural language
processing and sentiment analysis is significant. Nevertheless, there
isa research gap in the Portuguese language and its application in a
political context as well [15]. The purpose of the work performed in
this paper is to analyze political parties” communication, expressed
explicitly by the official Twitter aceounts of such parties. To reach
this main goal, we state four research objectives (RO) as follows:
RO1: Identify the performance of each political party on Twitter;
RO2: Identify the global sentiment per political party in Twitter
communication; RO3: Identify the drivers of retweet behavior in
political parties; RO4: Understand the similarities between social
media communication and pelitical program communication.

We used data analysis and machine learning teehniques de-
scribed in section 3 of this paper for each of these research ob-
jectives. This study i 1o a better ing of how
political parties communication in Twitter can be analyzed in terms
of the sentiment of posts, and globally we contribute to analyze the
coherence and effectiveness of the political parties communication.

Aparicio, J. T., de Sequeira, J. S., & Costa, C. J. (2021, June). Emotion analysis of Portuguese political parties
communication over the COVID-19 pandemic. In 2027 16th Iberian Conference on Information Systems and

Technologies (CISTI) (pp. 1-6). IEEE

Costa, C., Aparicio, M., & Aparicio, J. (2021, October). Sentiment analysis of Portuguese political parties
gg)m'&ng |\qlcatlon. In Proceedings of the 39th ACM international conference on design of communication (pp. 63-
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A Etica na Inteligéncia Artificial: Desafios
Ethics of Artificial Intelligence: Challenges

Martinha Piteira Manuela Aparicio Carlos J. Costa
Instituto Politécnico de Setabal, Instituto Universitario de Lisboa Advance/CSG, ISEG, Universidade de
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Resumo - A inteligéncia artificial (IA) tem nos altimos tempos
assumido um papel relevante nos mais diversos setores da nossa
sociedade. Estamos num ponto sem retorno, e o nosso futuro

Por exemplo, os algoritmos que recomendam com base em
determinados critérios a aprovagio ou nfio da hipoteca [1]-[4]. E, se
a rejeicdo acontece baseada em discriminacio racial? E. os

que sdo t dos nas wiaturas de condugdo

passara naturalmente pela incorporacio da inteligéncia artificial,
na nossa vida diaria, seja profissional, seja pessoal. A ideia da
existéncia de mdquinas “pensantes” e que tomem decises pelos
Humannﬁ levanta uma série de questoes éticas que devem estar

do do to e incorporacio da
lnle]lgencm artificial nos mais diversos setores da sociedade. E

autdnoma e que tomam decisGes perante determinadas situagdes. E,
se for mnevitavel o chogque frontal com um conjunto de pessoas?
Qual. ou quais as que escolhe para esse chogue? Baseia a sua
decisdio na idade? Na raca?[1]. A IA assume também um papel
relevante na educaciio. Por exemplo. no reconhecimento da

estudar e i i as melhores a sua 3o de competél [3}-[7]. Que os algoritmos de
I R W incipi é artificial um papel e

informitica e sistemas de na nossa sociedade, ¢ uma 1ﬂhdade Os cendrios acima descritos,

ie sistemas inteli; e sdo dores, por isso, a de d Lver

resultados de um estudo
los os principais grupos de
‘M e IEEE pela comunidade

dificial; Framework, Estudo

15 in recent times assumed a
s of our society. We are at a
rporate artificial intelligence
or personal The idea of
r decisions by Humans raises
‘ntal to study and investigate
n. This article identifies the
text of using intelligent and
bibliometric study, reporting
Ethics and AL Our resulis
nd AI, that the scientific

* Piteira, M., Aparicio, M., & Costa, C. J. (2019, June). Ethics of artificial intelli
Conference on Information Systems and Technologies (CISTI) (pp. 1-6).

ence Adoption. arXiv preprint arXiv:2412.00330.

a, M., & Costa, C. J. (2024). Ethics and Artificial Intelli

Vei

IEE

algoritmos  de m\‘;ehgauma artificial, que nfo sejam apenas
poderosos e escaldveis, mas acima de tudo, que sejam transparentes
para inspegfio. Por outro lado, é fundamental que os algoritmos
sejam robustos o suficiente de forma a evitar a manipulagio.

Os novos desafios éticos que se colocam atualmente na
inteligéncia artificial, estdo relacionados com o facte de os
algoritmos de IA serem utilizados para tarefas com dimensdes
socials — cognitivas anteriormente realizada por Humanos. Neste
caso, os algoritmos herdam requisitos sociais [1]. Nesse sentido,
perceber o impacto que autﬂm&;fw da IA nas organizagGes e nas
vidas das pessoas tem é amental. Mas, principalmente
1 éticos dessa aplicagio e como os p
monitorizar e agir. Nesse sentido, este este artigo identifica os
principais desafios éticos relativos a utilizagio da inteligéncia
artificial. A abordagem metodologica seguida neste artigo seguiu o
método de estudo documental e bibliométrico para identificar as
diversas dreas cobertas na literatura que mcluem estudos
relacionados com €tica e inteligéneia artificial, nomeadamente nas
duas principais bibliotecas digitais da area das ciéncias da

identificar os

Eence Challenges. In 2019 14th Iberian
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L4 G Ove r n a n C e Abstract: The democratization of artificial intelligence (Al) involves extending access to Al technologies

beyond specialized technical experts to a broader spectrum of users and organizations. This paper
provides an overview of Al's historical context and evolution, emphasizing the concept of Al democ-
ratization. Current trends shaping Al democratization are analyzed, highlighting key challenges and
opportunities. The roles of pivotal stakeholders, including technology firms, educational entities, and
governmental bodies, are examined in facilitating widespread Al adoption. A comprehensive frame-
work elucidates the components, drivers, challenges, and strategies crucial to Al democratization. This
framework is subsequently applied in the context of scenario analyses, offering insights into potential
outcomes and implications. The paper concludes with recommendations for future research directions
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* Costa, C. J., Aparicio, M., Aparicio, S., &A)oarlcm J.T. (2024). The Democratization of Artificial
Intelligence heoretical Framework. App 1
https://doi.org/10.3390/app14188236

jed Sciences, 14(18), 8236.
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What can | help with?
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=) CV Templates Request . Curriculum Vitae 3.pdf Curricu
PDF PDF

I'll create three CV templates for you.

Compare the following CV and select the best own. Justifyl

+ G Deep research “os o

Final Selection
+ |f you need a strong leader for branch management and compliance — John Anderson (CV 1)
+ If the role is customer-focused with wealth management expertise — Maria Gonzalez (CV 2)

+ |f the role involves fintech, digital transformation, and data analytics — David Patel (CV 3)

Would you like a revised CV template based on any of these profiles?




Churn

age address income ed employ equip callcard wireless churn

33.0 7.0 136.0 5.0 5.0 0.0 1.0 1.0 Yes
33.0 12.0 33.0 20 0.0 0.0 0.0 0.0 Yes
30.0 9.0 30.0 1.0 2.0 0.0 0.0 0.0 No
35.0 5.0 76.0 2.0 10.0 1.0 1.0 1.0 No

NOT LEAVE ME

age address income ed employ equip callcard wireless churn

35.0 5.0 76.0 2.0 10.0 1.0 1.0 1.0 No
35.0 14.0 80.0 2.0 15.0 0.0 1.0 0.0 ?




Best prescription

Age Sex BP Cholesteral Na K Drug 3

23 F HIGH HIGH 0.793 0.031 drugy

47 M LOwW HIGH 0.739 0.056 drugC o

47 M LOW HIGH 0.697 0.069 drugC o

28 F NORMAL HIGH 0.564 0.072 drugX 2 Drug Test
61 F LOwW HIGH 0.559 0.031 drugy >— S

22 F NORMAL HIGH 0.677 0.079 drugX 73 .

49 F NORMAL HIGH 0.79 0.049 drugy 5

41 M LOW HIGH 0.767 0.069 drugC EF

60 M NORMAL HIGH 0.777 0.051 drugy I \ ,
43 M Low NORMAL 0.526 0.027 drugy | J ¢

Age Sex BP Cholesteral Na K Drug

36 F Low HIGH 0.697 0.069




Sentiment analysis

. You said:

* Analyze the sentiment of the following newspaper article written in portuguese:
https://sustentix.sapo.pt/quais-as-principais-riquezas-da-gronelandia/?utm_source=SAPO_HP&utm_medium=web&utm_campaign=destaques

. ChatGPT said:

e Oartigo "Porque é a Gronelandia cobigada? A culpa é do degelo que dé acesso a ..." aborda a crescente atengao internacional sobre a Gronelandia
devido ao aquecimento global, que esta facilitando o acesso aos seus vastos recursos naturais. Com o degelo das camadas de gelo, tornam-se mais
acessiveis depdsitos de metais de terras raras, como neodimio, prasodimio, disprésio e térbio, além de minérios de ferro, ouro e rubi. Adicionalmente,
ha vastas reservas de gas e petréleo que podem ser exploradas.

* O artigo também destaca a importancia geopolitica da regido, mencionando o interesse dos Estados Unidos, que ja abriram um consulado na
Gronelandia e mantém uma base aérea no norte da ilha. O degelo ndo so facilita a exploragéo de recursos, mas também abre novas rotas maritimas, o
que pode alterar significativamente as dindmicas comerciais e estratégicas globais.

* Aanalise do artigo revela um tom factual e informativo, apresentando dados e opinides de especialistas sobre as oportunidades e desafios decorrentes
das mudangas climaticas na Gronelandia. Embora o texto aborde as potencialidades econémicas e estratégicas, também sugere uma preocupagéo
subjacente com as implicagdes ambientais e geopoliticas associadas ao degelo e a exploragao dos recursos naturais da regiao.

*  You said:

* describe interns of positive or negative sentiment.

*  ChatGPT said:

*  The sentiment of the article is neutral to slightly negative.

* Neutral aspects: The article presents a factual and informative perspective on the natural resources of Greenland and the geopolitical interest in the
region. It discusses the economic and strategic opportunities in a straightforward manner.

+  Slightly negative aspects: The underlying concern about climate change and the environmental consequences of the melting ice adds a negative tone.
While the economic potential is highlighted, the mention of geopolitical tensions and environmental impact suggests a cautious or critical perspective.

. Ovelrall, the article does not express strong positivity or negativity but leans slightly negative due to concerns about climate change and resource
exploitation.




Business Strategy & Decision-
Making

Usage: Analyzing competitive strategies and
decision-making frameworks.

Prompt:

"Compare the competitive strategies of Porter’s
Five Forces and Blue Ocean Strategy, providing
examples of companies that have successfully

iImplemented them."




Economic Analysis & Policy
Recommendations

Usage: Assessing economic policies and their
implications.

Prompt:

* "Analyze the potential economic impact of an
Increase in the minimum wage in the European
Union. Discuss both short-term and long-term

effects.”




Market Research & Consumer
Behavior

Usage: Understanding consumer trends and
behaviors.

Prompt:

* "What are the main factors influencing consumer
purchasing decisions in e-commerce, and how
do companies use behavioral economics to
Increase sales?"




Operations & Supply Chain
Management

* Usage: Optimizing supply chain efficiency.
* Prompt:

* "Discuss how Just-in-Time (JIT) inventory
management can improve efficiency and reduce
costs in manufacturing. What are the risks
associated with this approach?"




Game Theory & Strategic
Interaction

Usage: Applying game theory to business and
economics.

Prompt:

* "Explain the concept of the Nash Equilibrium in
game theory. How does it apply to pricing
Strategies in oligopolistic markets?”




Data-Driven Decision-Making

Usage: Using data for business insights.
Prompt:

* "How can businesses use regression analysis to
predict sales trends? Provide an example with
key variables that should be considered.”




Summary

* Concepts: Al, ML, GenAl
* Research: AIM
e Use Cases: Al & GenAl
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