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Artificial 
Intelligence(AI)

• Artificial intelligence refers to the 
development of computer-based 
solutions that can perform tasks 
which mimic human intelligence.
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1956

• Ray Solomonoff
• Marvin Minsky
• John McCarthy
• Claude Shannon
• Trenchard More
• Nat Rochester
• Oliver Selfridge
• Julian Bigelow
• W. Ross Ashby
• W.S. McCulloch
• Abraham Robinson
• Tom Etter
• John Nash
• David Sayre
• Arthur Samuel
• Kenneth R. Shoulders
• Shoulders' friend
• Alex Bernstein
• Herbert Simon
• Allen Newell
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What is Machine Learning?
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What is Machine Learning?

Machine Learning

• is as a subset of 
artificial intelligence 
that enable systems 
to learn patterns 
from data and 
subsequently 
improve from 
experience
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Tradicional 
programming vs. 
Machine 
Learning
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• Machine Learning 
Algorithms

• Aparicio, Romao & Costa (2022)
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import numpy as np

from sklearn.linear_model import LinearRegression

from sklearn.model_selection import train_test_split

from sklearn.metrics import mean_squared_error, r2_score

# Simulated data: Advertising Spending and Monthly (X) Sales Revenue (Y)

X = 2* np.random.rand(100,1)

y = 4 + 3 * X + np.random.rand(100,1)

# Split into training and testing sets

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42)

# Create and train the regression model

model = LinearRegression()

model.fit(X_train, y_train)

# Make predictions

y_pred = model.predict(X_test)

# Model performance metrics

mse = mean_squared_error(y_test, y_pred)

r2 = r2_score(y_test, y_pred)

# Display results

print("Intercept",model.intercept_)

print("Coefficient:",model.coef_[0])

print("Mean Squared Error:",mse)

print("R² Score",r2)
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import matplotlib.pyplot as plt

# Plot the results

plt.scatter(X_test, y_test, color='blue', label='Actual Sales')

plt.plot(X_test, y_pred, color='red', linewidth=2, label='Regression Line')

plt.xlabel("Advertising Spending (€1000)")

plt.ylabel("Monthly Sales Revenue (€1000)")

plt.title("Advertising Spending vs. Sales Revenue")

plt.legend()

plt.show()
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Prediction Inference

Goal

Robust model using all 
predictors to accurately 
predict the outcome 
variable (Y) with high 
accuracy and low error.

Estimate the relationship 
between an outcome 
variable and predictor 
variable(s), while accounting 
for confounding factors.

Question 
Answered

How can I accurately 
predict new data points?

What do the relationships 
between the variables 
signify?

Example

Predicting house prices 
based on features like 
size, location, and 
number of bedrooms 
using regression 
models.

Inferring the impact of 
education level on income 
while controlling for factors 
such as experience and 
occupation using linear 
regression analysis.



Inference
• Given a dataset, the purpose is to infer how the output is generated as a function of the 

data. 

• Use the model to learn about the data generation process. 

• Understand the way the independent variables X affect the target variable Y. 

• Ex: find out what the effect of passenger  gender, class and age, has on surviving the 
Titanic Disaster

• Model interpretability is a necessity for inference

• Causal inference provides a rigorous framework for identifying cause-and-effect 
relationships from data.
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• Explainable artificial intelligence (XAI) 
• is a set of processes and methods 
• that allows human users to comprehend and trust 
• the results and output created by machine learning 

algorithms
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Prediction

• Use the model to predict the outcomes for new data points.

• When performing predictions over data, the purpose is estimating f in 
y=f(x)

• The purpose is not understanding the exact form of the estimated 
function, as far as it can perform predictions quite accurately.

• To be able to predict what the responses are going to be to future 
input variables.

• Ex: predict prices of oil
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Machine 
Learning
• Supervised Learning:

• Classification
• Regression

• Unsupervised Learning
• Clustering
• Dimensional Reduction

• Reinforcement Learning
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Deep 
learning
• is a subfield of machine 

learning 

• focuses on the development 
and application of artificial 
neural networks, particularly 
deep neural networks. 

• composed of layers of 
interconnected nodes 
(artificial neurons) that 
can learn and make 
decisions. 

• The term "deep" refers to the 
use of multiple layers in the 
neural network.
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Natural 
Language 
Processing (NLP)

• subfield of artificial intelligence 

• focuses on the interaction between 
computers and human language. 

• The goal of NLP is to enable 
computers to understand, interpret, 
and generate human language in a 
way that is both meaningful and 
contextually relevant. 

• involves the application of 
computational techniques and 
models to analyze and derive 
meaning from natural language data.

• Sentiment Analysis e increasing 
importance (Aparicio et al, 2021, 
Costa et al., 2021) 

28



Data Science
• includes techniques developed in some 

traditional fields like artificial intelligence, 
statistics or machine learning.

Aparicio et al. (2019). 
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Generative AI

• Class of AI algorithms and models that are designed to generate 
new, original content. 

• Gen AI learn the underlying patterns and structures in the data 
and can generate novel outputs. 

• Instead of being trained on specific examples and then making 
predictions or classifications 

• These models are particularly good at creating content that 
resembles or is similar to the data they were trained on.

30



Generative AI
Guessing next word

Markov Chain

Training model
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Types of generative AI 
models
• Generative Adversarial Networks 

(GANs)

• Variational Autoencoders (VAEs)

•  Autoregressive Models

•  Recurrent Neural Networks 
(RNNs)

• Transformer-based Models

• Reinforcement Learning for 
Generative Tasks

• Generative AI for Data Privacy, 
Security and Governance.
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Types of generative AI models

• Generative Adversarial Networks (GANs): 
• a generator and a discriminator are 

trained simultaneously through 
adversarial training.

• Variational Autoencoders (VAEs): 
• learn a probabilistic mapping from the 

observed data to a latent space. 
• Good to generate new samples from the 

learned latent space.

• Autoregressive Models: 
• the probability distribution of the next 

value in a sequence depends on the 
previous values. 
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Types of 
generative AI 
models

• Recurrent Neural Networks (RNNs): 
• RNNs are commonly used for 

sequence tasks, including some 
generative tasks, they are not 
exclusively generative models.

• Variants like LSTM and GRU are 
popular choices.

• Transformer-based Models: 
• Transformers, especially large 

language models.

• Reinforcement Learning for Generative 
Tasks:

• can be used in conjunction with 
generative models, and this 
combination is powerful in 
scenarios where the generative 
model needs to produce 
sequences or structures guided 
by a reward signal.
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Transformer • Deep learning architecture based on the multi-head 
attention mechanism

Vaswani, et al. (2017)
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GPT
• Generative Pre-

trained 
Transformer

• Is a type of 
autoregressive 
language model 
that uses a 
transformer 
architecture.

• Is pre-trained on a 
large corpus of 
text data and can 
then be fine-tuned 
for specific tasks.
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Google Gemini
Bard is a conversational AI chatbot 
powered by a combination of generative AI 
techniques, including:

• Transformer-based models: 
• Google's Pathways Language Model (PaLM) is 

used to generate text that is fluent, coherent, 
and grammatically correct.

• Autoregressive models
• to predict the next word in a sequence, which 

helps to ensure that its responses are natural 
and engaging.

• Reinforcement learning: 
• it is rewarded for generating responses that are 

informative, comprehensive, and relevant to 
the user's query.

Feature LaMDA PaLM Gemini

Release 
Date 2021 2022 December 2023

Focus Conversatio
nal AI General-purpose Multimodal

Strengths Realistic 
dialogue

Large & diverse 
dataset

Understanding & 
processing various 
data formats

Successor Gemini/ 
PaLM Gemini N/A
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RAG

• retrieval-augmented generation
• is an AI framework for retrieving facts from an 

external knowledge base to ground large 
language models (LLMs) on the most accurate, 
up-to-date information and to give users insight 
into LLMs' generative process

Source: IBM
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Your Own LLM locally



DeepSeek
• Founded by Liang Wenfeng

• Headquarters: Hangzhou, Zhejiang, China

• iu, A., Feng, B., Xue, B., Wang, B., Wu, B., Lu, C., ... & Piao, Y. (2024). Deepseek-v3 technical 
report. arXiv preprint arXiv:2412.19437.
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Comparing Models

• https://artificialanalysis.ai/
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Some issues…

• Hidden costs
• Ethical control vs. Political censorship
• Corporations or government are stealing data?
• Bad practices

The $6 Million AI 
Training Myth

42



WAIM Workshop on Artificial 
Intelligence and Management

• Social and Economic Impact 
of AI

• AI and Finances
• AI Maturity
• Digital Transformation and AI
• Robotic Process Automation
• AI Users
• AI and Communication
• Ai and Ethics
• AI Democratization
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Social and Economic Impact of AI

• Increase Unemployment?
• Increase Employment?
• Several techniques may

be used to help predicting
and deciding

• Costa, C. J., Aparicio, J. T., & Aparicio, M. (2024). Socio-Economic Consequences of Generative AI: A Review of 
Methodological Approaches. arXiv preprint arXiv:2411.09313.
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Future Scenarios

• AI Scenarios

• Bibliographic dataset
• Topic Model
• Classification
• Impact Uncertinty Matrix

Scenarios / Dimensions
AI and Digital 

Education
Renewable Energy and 

Sustainability
Financial Markets and 

Fintech

Scenario 1: Optimistic Future
Rapid 

advancements
Rapid transition to 

renewables
Stable markets, fintech 

growth

Scenario 2: Technological 
Stagnation

Slow progress
Moderate renewable 

adoption
Market volatility

Scenario 3: Sustainability Focus
Moderate 
progress

High investment in 
renewables

Stable markets, green 
finance

Scenario 4: Economic Downturn Limited funding
Low investment in 

renewables
Market decline
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AI and Finance

• Widespread use:
• Fraud Detection and Risk 

Management:
• Credit Scoring and Financial 

Inclusion
• Investment & Portfolio Management
• Customer Service
• Algorithmic Trading
• Regulatory Compliance & 

Automation

• Challenges:
• Data Quality and Bias
• Regulatory Compliance
• Integration with Legacy Systems
• Ethical and Privacy Concerns
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What’s your company’s AI maturity 
level?



Digital Transformation and AI

• Machine learning
• Deep learning
• NLP
• Improve competitive advantage

• Effectiveness
• Efficiency

• Improve organization

• Hajishirzi, R., & Costa, C. J. (2021, June). Artificial Intelligence as the core technology for the Digital Transformation 
process. In 2021 16th Iberian Conference on Information Systems and Technologies (CISTI) (pp. 1-6). IEEE..
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Robotic Process Automation

• RPA is not AI
• RPA may be integrated

with AI
• AI may help redesign 

processes

• Romao, M., Costa, J., & Costa, C. J. (2019, June). Robotic process automation: A case study in the banking industry. In 2019 
14th Iberian Conference on information systems and technologies (CISTI) (pp. 1-6). IEEE.

• Ortiz, F. C. M., & Costa, C. J. (2020, June). RPA in Finance: supporting portfolio management: Applying a software robot in a 
portfolio optimization problem. In 2020 15th Iberian Conference on Information Systems and Technologies (CISTI) (pp. 1-6). 
IEEE.
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Type of AI Users

• Important Identify different
type of users (HR, MK)

• Not all the users are equal
• React
• Fit
• Champion
• Addicted 
• Successful
• loose
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AI and Communication

• What make messages 
more effective?

• Small messages
• Negative Sentiment

• Aparicio, J. T., de Sequeira, J. S., & Costa, C. J. (2021, June). Emotion analysis of Portuguese political parties 
communication over the COVID-19 pandemic. In 2021 16th Iberian Conference on Information Systems and 
Technologies (CISTI) (pp. 1-6). IEEE

• Costa, C., Aparicio, M., & Aparicio, J. (2021, October). Sentiment analysis of Portuguese political parties 
communication. In Proceedings of the 39th ACM international conference on design of communication (pp. 63-
69), ACM
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Ai and Ethics

• ACM and IEEE have 
discussed proposals

• Robotics
• Privacy
• Responsibility
• Transparency
• AI Act 
• REGULATION (EU) 2024/1689 OF THE 

EUROPEAN PARLIAMENT AND OF THE 
COUNCIL  of 13 June 2024 

• Piteira, M., Aparicio, M., & Costa, C. J. (2019, June). Ethics of artificial intelligence: Challenges. In 2019 14th Iberian 
Conference on Information Systems and Technologies (CISTI) (pp. 1-6). IEEE.

• Veiga, M., & Costa, C. J. (2024). Ethics and Artificial Intelligence Adoption. arXiv preprint arXiv:2412.00330.
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AI Democratization

• Access to all
• Distributed models
• Centralized models
• Personal models
• Governance

• Costa, C. J., Aparicio, M., Aparicio, S., & Aparicio, J. T. (2024). The Democratization of Artificial 
Intelligence: Theoretical Framework. Applied Sciences, 14(18), 8236. 
https://doi.org/10.3390/app14188236 
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Use cases

• Choosing the right CV
• Churn
• Best prescription
• Sentiment analysis
• Business Strategy & Decision-Making
• Economic Analysis & Policy Recommendations
• Market Research & Consumer Behavior
• Operations & Supply Chain Management
• Game Theory & Strategic Interaction
• Data-Driven Decision-Making
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Churn
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Best prescription



Sentiment analysis
• You said:

• Analyze the sentiment of the following newspaper article written in portuguese:
https://sustentix.sapo.pt/quais-as-principais-riquezas-da-gronelandia/?utm_source=SAPO_HP&utm_medium=web&utm_campaign=destaques

• ChatGPT said:

• O artigo "Porque é a Gronelândia cobiçada? A culpa é do degelo que dá acesso a ..." aborda a crescente atenção internacional sobre a Gronelândia 
devido ao aquecimento global, que está facilitando o acesso aos seus vastos recursos naturais. Com o degelo das camadas de gelo, tornam-se mais 
acessíveis depósitos de metais de terras raras, como neodímio, prasodímio, disprósio e térbio, além de minérios de ferro, ouro e rubi. Adicionalmente, 
há vastas reservas de gás e petróleo que podem ser exploradas. 

• O artigo também destaca a importância geopolítica da região, mencionando o interesse dos Estados Unidos, que já abriram um consulado na 
Gronelândia e mantêm uma base aérea no norte da ilha. O degelo não só facilita a exploração de recursos, mas também abre novas rotas marítimas, o 
que pode alterar significativamente as dinâmicas comerciais e estratégicas globais. 

• A análise do artigo revela um tom factual e informativo, apresentando dados e opiniões de especialistas sobre as oportunidades e desafios decorrentes 
das mudanças climáticas na Gronelândia. Embora o texto aborde as potencialidades econômicas e estratégicas, também sugere uma preocupação 
subjacente com as implicações ambientais e geopolíticas associadas ao degelo e à exploração dos recursos naturais da região.

• You said:

• describe interns of positive or negative sentiment.

• ChatGPT said:

• The sentiment of the article is neutral to slightly negative.

• Neutral aspects: The article presents a factual and informative perspective on the natural resources of Greenland and the geopolitical interest in the 
region. It discusses the economic and strategic opportunities in a straightforward manner.

• Slightly negative aspects: The underlying concern about climate change and the environmental consequences of the melting ice adds a negative tone. 
While the economic potential is highlighted, the mention of geopolitical tensions and environmental impact suggests a cautious or critical perspective.

• Overall, the article does not express strong positivity or negativity but leans slightly negative due to concerns about climate change and resource 
exploitation.
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Business Strategy & Decision-
Making
Usage: Analyzing competitive strategies and 

decision-making frameworks.
Prompt:
"Compare the competitive strategies of Porter’s 
Five Forces and Blue Ocean Strategy, providing 
examples of companies that have successfully 
implemented them."
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Economic Analysis & Policy 
Recommendations
Usage: Assessing economic policies and their 

implications.
Prompt:
• "Analyze the potential economic impact of an 

increase in the minimum wage in the European 
Union. Discuss both short-term and long-term 
effects."
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Market Research & Consumer 
Behavior
Usage: Understanding consumer trends and 

behaviors.
Prompt:
• "What are the main factors influencing consumer 

purchasing decisions in e-commerce, and how 
do companies use behavioral economics to 
increase sales?"
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Operations & Supply Chain 
Management

• Usage: Optimizing supply chain efficiency.
• Prompt:
• "Discuss how Just-in-Time (JIT) inventory 

management can improve efficiency and reduce 
costs in manufacturing. What are the risks 
associated with this approach?"
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Game Theory & Strategic 
Interaction
Usage: Applying game theory to business and 

economics.
Prompt:
• "Explain the concept of the Nash Equilibrium in 

game theory. How does it apply to pricing 
strategies in oligopolistic markets?"
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Data-Driven Decision-Making

Usage: Using data for business insights.
Prompt:
• "How can businesses use regression analysis to 

predict sales trends? Provide an example with 
key variables that should be considered."
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Summary

• Concepts: AI, ML, GenAI
• Research: AIM
• Use Cases: AI & GenAI
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