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Introduction

1 Ratemaking:
"Pricing" insurance, calculation of Insurance Premia
Building a tariff for a portfolio, or portfolios somehow
connected

2 Experience rating: adjust future premiums based on past
experience

3 Prior and Posterior Ratemaking

Insurance Premium: Price for buying insurance (for a period).
Two components:

1 Economic criteria: market price, admin costs
2 Actuarial criteria:

based on technical aspects of the risk
Meant to cover future claims
We only consider this here
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Some concepts

Tariff:
It’s a list of prices
System of premiums for the risks of a portfolio (homogeneous)
Sets a base premium (homogeneous)
plus a set of bonus/malus (heterogeneous)

Exposure: Risk volume, in risk units, no.
Risk unit: Commonly, a policy; sometimes a set of policies
Claim: an accident generates a claim, monetary amount
Claim frequency: number of claims, distribution
Severity: amount of the claim
Loss reserving
Pure premium: Risk mean, loss mean
Loss ratio: paid claims/premiums
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The credibility formula

Let X be a given risk in a portfolio, with Pure Premium E (X ),
unknown:

If the risk is has been sufficiently observed

E (X ) ' X (Full Credibility)

If not, use Partial Credibility, Credibility Formula:

E (X ) ' zX + (1− z)M

z =
n

n + k

Credibility factor: z , 0 ≤ z < 1
n: No. observations; k : some positive constant
M: Externally obtained mean (Manual rate).
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The credibility formula

Example

A given risk X |θ _ Bin(1; θ), obs’d 10 yrs, 20 risks. X̄ = 0.0145.
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Classical and Bayesian approach

1 Limited Fluctuation Theory : Classical approach
1 From some computed n : n > n0 use Full credibility ;
2 Otherwise: Use Partial credibility. But what M, k?

2 Greatest Accuracy Theory : Bayesian approach.

Example (Ex. 20.1, Classical, Full credibility)

Past losses: X1,X2, . . . Xn, estimate ξ = E [Xj ]. (Normal) Find n:

Pr {−rξ ≤ X̄ − ξ ≤ rξ} ≥ p

Pr

{∣∣∣∣ X̄ − ξ

σ/
√

n

∣∣∣∣ ≤ rξ
√

n

σ

}
≥ p

Suppose 10 obs: 6 “0’s” and 253, 398, 439, 756, r = 0.05, p = 0.9

n ≥
(zα

r

)2 (σ

ξ

)2

= 1082.41
(
267.89
184.6

)2

= 2279.51
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Classical and Bayesian approach

Example (Ex. 20.1 cont’d, Classical, Partial credibility)

10 obs: 6 “0’s” and 253, 398, 439, 756, r = 0.05, p = 0.9

n ≥ 2279.51

n = 10 does not deserve full credibility. Credibility Formula:

E (X ) ' zX + (1− z)M . (z =?)

z =
n

n + k

z = min
{

ξ

σ

√
n

λ0
; 1
}

z = 0.06623
Pc = 0.06623(184.6) + 0.93377(225) = 222.32

Exercises 20.1, 20.3, pg 565
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Classical and Bayesian approach

Theory, outgrowth of Buhlman’s (1967) paper

Example (Ex. 20.9, Bayesian approach)

Two types of drivers: Good and Bad. Good are 75% of the
population and in one year have have 0 claims w.p. 0.7, 1 w.p. 0.2
and 2 w.p. 0.1. Bad drivers, respectively, 25%, 0.5, 0.3, 0.2. when
a driver buys insurance insurer does not know it’s category. We
assign an unknown risk parameter, θ.

Example (Ex. 20.9 cont.)

x P(X = x |θ = G ) P(X = x |θ = B) θ P(Θ = θ) = π(θ)
0 0.7 0.5 G 0.75
1 0.2 0.3 B 0.25
2 0.1 0.2
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Classical and Bayesian approach

Some basic concepts:
Recap Joint & conditional distr. & expectation
Bivariate random variable: (X ,Y ). D.f. FX ,Y , pdf or pf fX ,Y

fX ,Y (x , y), marginals fX , fy . If independent: fX ,Y = fX fY .
Conditional (Conditional ind.: fX ,Y |Z = fX |Z fY |Z ):

fX |Y (x) =
fX ,Y (x ,y )
fY (y )

fY |X (y) =
fX ,Y (x ,y )
fX (x)

fX ,Y (x , y) = fX |Y (x)fY (y) fX ,Y (x , y) = fY |X (y)fX (x)
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Classical and Bayesian approach

Marginals

fX (x) =
∫

fX ,Y (x , y)dy ; fY (y) =
∫

fX ,Y (x , y)dx
fX (x) =

∫
fX |Y (x)fY (y)dy ; fY (x) =

∫
fY |x (x)fX (y)dx

Expectations, Iterated expectation

E [E (X |Y )] = E [X ]; E [E (Y |X )] = E [Y ]

V [X ] = E [V (X |Y )] + V [E (X |Y )]

Cov [X ,Y ] = E [Cov(X ,Y |Z )] + Cov [E (X |Z );E (Y |Z )]
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Classical and Bayesian approach

Example (Ex. 20.9 cont’d)

Suppose we observed for a particular risk: X = (X1,X2) = (0; 1).
Given θ obs are independent.

fX(0, 1) = ∑
θ

fX|„(0, 1|θ)π(θ) = ∑
θ

fX1|θ(0|θ)fX2|θ(1|θ)π(θ)

= 0.7(0.2)(0.75) + 0.5(0.3)(0.25) = 0.1425
fX(0, 1, x3) = ∑

θ

fX,X3|„(0, 1, x3|θ)π(θ)

= ∑
θ

fX1|θ(0|θ)fX2|θ(1|θ)fX3|θ(x3|θ)π(θ)

f (0, 1, 0) = 0.09995; f (0, 1, 1) = 0.003225; f (0, 1, 2) = 0.01800

Predictive and Posterior distribution

f (0|0, 1) = 0.647368; f (1|0, 1) = 0.226316; f (2|0, 1) = 0.126316
π(G |0, 1) = 0.736842; π(B |0, 1) = 0.263158
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Classical and Bayesian approach

Example (Ex. 20.11)

Let X |θ _ Poisson(θ) and
Θ _ Gamma(α, β)⇒ X _ NBinomial(α, β)

E (X |θ) = θ ⇒
E (X ) = E (E (X |Θ)) = E (Θ) = αβ

V (X |θ) = θ ⇒
V (X ) = V (E (X |Θ)) + E (V (X |Θ)) = αβ (1+ β)

Example (Ex. 20.10)

Let X |θ _ exp(1/θ), mean 1/θ, and Θ _ Gamma(4, 0.001).

f (x |θ) = θe−θx , x ,θ > 0
π(θ) = θ3e−1000θ10004/6, θ > 0
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Classical and Bayesian approach

Example (Ex. 20.10)

Suppose a risk had 3 claims of 100, 950, 450.

f (100, 950, 450) =
∫ ∞

0
f (100, 950, 450|θ)π(θ)dθ

=
∫ ∞

0
f (100|θ)f (950|θ)f (450|θ)π(θ)dθ

=
1, 0004

6
6!

2, 5007

Similarly,

f (100, 950, 450, x4) =
1, 0004

6
7!

(2, 500+ x4)
8
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Classical and Bayesian approach

Example (Ex. 20.10)

Predictive density, posterior density

f (x4|100, 950, 450) =
7 (2500)7

(2, 500+ x4)
8 → Pareto(7; 2500)

π(θ|100, 950, 450) = θ6e−2500θ25007/Γ(7)
→ Gamma(7; 1/2500)

(Conjugate distributions) Risk premium and potential estimates:

µ4(θ) = E (X4|θ) =?
E (X4|100, 950, 450) = 416, 67

µ = E (X4) = E (1/Θ) = 1000/3 = 333.3(3)
X̄ = 500
µ < E (X4|100, 950, 450) < X̄

Exercices 20.20, 20.23, p. 605.
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Classical and Bayesian approach

Bayesian approach

From now onwards, assume a Bayesian approach:

Let a portfolio of risks, homogeneous, but “different”:
Homogeneous: risks follow the same distribution family
Heterogeneous: distribution parameter is different.

A given risk comes attached with a paramenter θ:

Fixed, but unknown, not observable;
Only claims are observed:(X1,X2, ...,Xn) = X;
θ is the hidden aspects of the risk, which differs from others;
Like classical statistics: Use past data X to predict Xn+1

Risk (pure) Premium: E (Xn+1|θ) = µn+1(θ).
Opposed to Collective (pure) Premium: E (Xn+1) = µn+1.
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Classical and Bayesian approach

Hypothesis

H1 Given θ, X1|θ,X2|θ, ...,Xn|θ,Xn+1|θ are (conditionally)
independent.
θ is realization of a random variable: Θ _ π(θ)

H2 The different risks in the portfolio are independent.

Premium for the next year:

Risk Premium: E (Xn+1|θ) = µn+1(θ). Unknown.
Collective Premium: E (E (Xn+1|θ)) = µn+1. In general
µn+1(θ) 6= µn+1

Bayesian premium (mean of the predictive dist. and Bayes
estimate for the squared-error loss):

E (Xn+1|X) =
∫

xfXn+1|X(x |x)dx

=
∫

µn+1(θ)πΘ|X(θ|x)dθ
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Classical and Bayesian approach

Some Basic concepts:

X = (X1,X2 . . . ,Xn); Predictive distribution: fXn+1|X(x |x) ; Prior
distr.: πΘ(θ); and Posterior dist.: πΘ|X(θ|x)

Posterior dist.:

πΘ|X(θ|x) =
fΘ,X(θ, x)

fX(x)
=

fX|Θ(x|θ)π(θ)∫
fX|Θ(x|θ)π(θ)dθ

Preditive dist.:

fXn+1|X(x |x)dx =
fXn+1;X(x ; x)

fX(x)
=

∫
fXn+1,X|Θ(x , x|θ)πΘ(θ)dθ

fX(x)

=
∫

fXn+1|Θ(x |θ)
fX|Θ(x|θ)πΘ(θ)dθ

fX(x)

=
∫

fXn+1|Θ(x |θ)πΘ|X(θ|x)dθ



Intro Credibility theory Bonus-malus systems Ratemaking and GLM

Classical and Bayesian approach

Definition (Credibility Premium)

The Credibility (pure) Premium µ̃n+1(θ) = α0 + ∑n
j=1 αjXj is an

estimator of linear form, such that:

minQ = E


[

µn+1(Θ)−
(

α0 +
n

∑
j=1

αjXj

)]2
Solution: Find α0, α1, ..., αn :

∂

∂α0
Q = −2E

{
µn+1(Θ)−

(
α0 +

n

∑
j=1

αjXj

)}
= 0

∂

∂αi
Q = −2E

{[
µn+1(Θ)−

(
α0 +

n

∑
j=1

αjXj

)]
Xi

}
= 0, i = 1, ..., n

θ, X1,X2, ...,Xn,Xn+1 are all random variables.
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Classical and Bayesian approach

Equivalent to

E [µn+1(Θ)] = α̃0 +
n

∑
j=1

α̃jE [Xj ] = E
(
µ̃n+1(θ)

)
;

E [µn+1(Θ)Xi ] = α̃0E [Xi ] +
n

∑
j=1

α̃jE [Xi ,Xj ] , i = 1, ..., n.

Or,

Normal equations

α̃0, α̃1, . . . , α̃n such that:

E (Xn+1) = α̃0 +
n

∑
j=1

α̃jE [Xj ] = E
(
µ̃n+1(θ)

)
;

(unbiasedness equation)

Cov(Xi ,Xn+1) =
n

∑
j=1

α̃jCov [Xi ,Xj ] , i = 1, ..., n.
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Classical and Bayesian approach

We know that
E [Xn+1] = E [E [Xn+1|X]] = E [E [Xn+1|Θ]] = E [µn+1(Θ)] ;
µn+1(θ) = E [Xn+1|θ].

µ̃n+1(θ) also minimises, X = (X1, . . . ,Xn),

minQ = minE


[

µn+1(Θ)−
(

α0 +
n

∑
j=1

αjXj

)]2
= minE


[

E [Xn+1|X]−
(

α0 +
n

∑
j=1

αjXj

)]2
= minE


[

Xn+1 −
(

α0 +
n

∑
j=1

αjXj

)]2
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Bühlmann’s model

Bühlmann’s model

Initial hypothesis
1 Given θ, X1|θ,X2|θ, ...,Xn|θ,Xn+1|θ are (conditionally)

independent.
θ is realization of a random variable: Θ _ π(θ)

2 The different risks in the portfolio are independent.

Addition to H1
1 Given θ, X1|θ,X2|θ, ...,Xn|θ,Xn+1|θ have the same mean and

variance:

µ(θ) = E (Xj |θ)
υ(θ) = Var (Xj |θ) .

Let
µ = E [µ(θ)] , υ = E [υ(θ)] , a = Var [µ(θ)]
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Bühlmann’s model

Solution:

µ̃n+1(θ) = α̃0 +
n

∑
j=1

α̃jXj = zX + (1− z)µ

z =
n

n + k
k = υ/a
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Bühlmann’s model

1 z : called Bühlmann’s credibility factor
2 Credibility premium is a weighted average from X and µ.
3 z → 1 when n→ ∞, more credit to sample mean
4 If portfolio is fairly homogeneous w.r.t. Θ, then µ(Θ) does

not vary much, hence small variability.
Thus a is small relative to υ→ k is large, z is closer to 0

5 Conversely, if the portfolio is heterogeneous, z is closer to 1
6 Bühlmann’s model is the simplest credibility model, no change

over time
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Bühlmann’s model

Proof

Estimator proposed for given risk, say j : m̂j = α + βX̄.j , so that

minR = minE
[
(µ(θj )− m̂j )

2
]
= minE

[
(µ(θj )− α− βX̄.j )

2
]
.

Set

E
[
((µ(θj )− βX̄j ])− α)

2
]

= V[µ(θj )− βX̄j ]

+ (E [µ(θj )− βX̄.j ]− α)
2

Minimizing α, such that:

α∗ = E[µ(θj )− β∗X̄.j ] = E[µ(θj )]− β∗ E[X̄.j ].

α∗ = (1− β∗)E[µ(θj )], since
E[X̄.j ] = E[E[X̄.j |θj ]] = E[µ(θj )]
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Bühlmann’s model

Proof (cont’d)

2nd part

V[µ(θj )− β X̄.j ] = E[V[µ(θj )− β X̄.j |θj ]] + V[E[µ(θj )− β X̄.j |θj ]]

=
β2

n
E[υ(θ)] + (1− β)2V[µ(θj )].

=
β2

n
υ + (1− β)2a.

V[X̄·j |θj ] =
1
n

V[Xij |θj ]

Differentiating w.r.t. β and equating,

2 β

n
υ− 2(1− β)a = 0 ,

β∗ =
a

a + 1
nυ

=
n

n + υ/a
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Bühlmann’s model

Theorem
Let Pc,n+1 denote Bühlmann’s credibility premium for year n + 1,
n = 1, 2, . . . , based on the n previous annual observations. Pc,n+1
can be recursively calculated as the weighted average

Pc,n+1 = αnXn + (1− αn)Pc,n ,

with weight αn = z/n, where z is Bühlmann’s credibility factor.

Pc,n+1 =
1

n + k

(
n−1
∑
i=1

Xi + Xn

)
+

k

n + k
µ

=
1

n + k
Xn +

n− 1+ k

n + k

(
n− 1

n− 1+ k
X̄n−1 +

k

n− 1+ k
µ

)
= αnXn + (1− αn)Pc,n .
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Bühlmann’s model

Example (Ex.20.9 cont’d)

µ3(G ) = 0.4 µ3(B) = 0.7
E [X3|0, 1] = 0.478948 µ3 = 0.475 X̄ = 0.5

a = V [µ(θ)] = 0.016875 υ = E [υ(θ)] = 0.4825
k = υ/a = 28.5926 z = 2(2+ k)−1 = 0.0654

zX̄ + (1− z)µ = 0.0654(0.5) + 0.9346(0.475) = 0.4766

Example (Ex. 20.10. Exact credibility example)

E (X4|100, 950, 450) = 416, 67; X̄ = 500
µ = E (X4) = E (1/Θ) = 1000/3 = 333.3(3)

zX̄ + (1− z)µ = E (X4|100, 950, 450).

Exercises 20.24-27, p. 606.
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Bühlmann-Straub’s model

Bühlmann-Straub’s model

Bühlmann’s H1 is changed:
1 Given θ, X1|θ,X2|θ, ...,Xn|θ,Xn+1|θ have the same mean,

variance:

E (Xj |θ) = µ(θ) (same)

Var (Xj |θ) =
υ(θ)

mj
.

mj is some known constant measuring exposure
Ex: group insurance where its size changes
Initially, the model was first presented for reinsurance.
Var (Xj ) = E [Var (Xj |θ)] + Var [E (Xj |θ)] = υ

mj
+ a
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Bühlmann-Straub’s model

Solution:

Pc = α̃0 +
n

∑
j=1

α̃jXj = zX̄ + (1− z)µ

z = m
m+k k = υ/a

X̄ = ∑n
j=1

mj

m Xj m = ∑n
j=1 mj (total exposure)

Obs.:
Factor z depends on m (total exposure)
X̄ is a weighted average, mj/m is the weight
mjXj is the total loss of the group in year j

(Total) Credibility premium for the group, next year:

mn+1 [zX̄ + (1− z)µ]
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Bühlmann-Straub’s model

Example (Ex.20.19)

Nj : No. of claims in year j for a group policy holder with risk
parameter and mj individuals. Nj _ Poisson(mjθ). Let
Xj = Nj/mj . Θ _ Gamma(α, β).

E(Xj |θ) = µ(θ) = θ; V(Xj |θ) = V(Nj/mj |θ) =
υ(θ)

mj
=

θ

mj

µ = E(Θ) = αβ; a = V(Θ) = αβ2; v = E(Θ) = αβ.

k = υ/a = 1/β; z =
mβ

mβ + 1

Pc =
mβ

mβ + 1
X̄ +

1
mβ + 1

αβ
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Exact credibility

Example (Ex.20.19)

Nj : No. of claims in year j for a group policy holder with risk
parameter θ and mj individuals, j = 1, ..., n. Nj _ Poisson(mjθ).
Let Xj = Nj/mj . Θ _ Gamma(α, β). Bayesian premium (mean of
the preditive dist.):

E(Xn+1|X) = E(E(Xn+1(θ)|θ,X)) = E(µn+1(θ)|X)
= E(θ|X)

Pr [Nj = n|θ] = Pr [Xjmj = n|θ] = Pr [Xj = n/mj |θ] , n ∈N0

= (mjθ)
n e−mj θ/n!; π(θ) =

θα−1e−θ/β

Γ(α)βα

πΘ|X(θ|x) ∝
[
∏n

i=1 fXj |θ(xj |θ)
]

π(θ);

fXj |θ(xj |θ) = Pr [Xj = x |θ]
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Exact credibility

Example (Ex.20.19)

Nj : No. of claims in year j for a group policy holder with risk
parameter and mj individuals, j = 1, ..., n. Nj _ Poisson(mjθ).
Let Xj = Nj/mj . Θ _ Gamma(α, β).

Θ|x _ Gamma

(
α∗ = α +

n

∑
j=1

mjxj ; β∗ = (1/β + m)−1
)

E(Xn+1|X= x) = α∗β∗ =
α + ∑n

j=1 mjxj

(1/β + m)

=
mβ

mβ + 1
X̄ +

1
mβ + 1

αβ = Pc

Exercises 20.28, 29, p. 608
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Exact credibility

Recap Credibility Premium,

µ̃n+1(θ): min

Q = E


[

µn+1(θ)−
(

α0 +
n

∑
j=1

αjXj

)]2
 .

Now, don’t impose a linear estimator. Let m(X), some

function of X, and find estimator
∗
m(X) such that:

min
(

E
{
[µn+1(θ)−m(X)]2

}
= E

[
E
{
[µn+1(θ)−m(X)]2 |X

}])
,

or minimize E
{
[µn+1(θ)−m(X)]2 |X

}
=

= V [µn+1(θ)|X] + (E [µn+1(θ)|X]−m(X))2

⇒ ∗
m(X) = E [µn+1(θ)|X]

Bayes estimator, relative to Square Loss function and prior π(θ).
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Exact credibility

Exact Credibility: When µ̃n+1(θ) =
∗
m(X) = E [µn+1(θ)|X], i.e.,

Credibility Premium=Bayesian Premium.

Stronger Bühlmann’s H1
Change Bühlmann’s H1, in addition, to:
H1: fXj

(.|θ) = fX (.|θ) , ∀j = 1, . . . , n, n + 1.

E[µ(θ)|X] =
∫

µ(θ)π(θ|x)dθ =
∫

µ(θ)
f (θ, x)
f (x)

dθ

=
∫

µ(θ)
f (x|θ)π(θ)∫
f (x|θ)π(θ)

dθ =

∫
µ(θ)∏n

j=1 f (xj |θ)π(θ)dθ∫
Θ ∏n

j=1 f (xj |θ)π(θ)dθ

=

∫
µ(θ)L(θ)π(θ)dθ∫

Θ L(θ)π(θ)dθ
;

π(θ|x) =
L(θ)π(θ)∫

Θ L(θ)π(θ)dθ
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Exact credibility

Example (Norberg [1979])

For a given risk X |θ _ Bin(1; θ), Θ _ U(α, β), obs’d for 10 yrs,
20 risks. X̄ = 0.0145, µn+1(θ) = µ(θ) = θ.

f (x |θ) = θx (1− θ)1−x , x = 0, 1; 0 < θ < 1.

π(θ) = 1
β−α , 0 < α < θ < β < 1 (β > α)

∗
m(x) = E[θ|x] =

∑n−nx̄
k=1 (−1)k βnx̄+k+2−αnx̄+k+2

(n−nx̄−k)!k !(nx̄+k+2)

∑n−nx̄
k=1 (−1)k βnx̄+k+1−αnx̄+k+1

(n−nx̄−k)!k !(nx̄+k+1)

,
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Exact credibility

Example (Beta-Binomial model)

Let risk X |θ _ Bin(1; θ), Θ _ Beta(α, β), α, β > 0, X̄ = 1.45 .

π(θ) =
θα−1(1− θ)β−1

B(α, β)
; θε(0; 1);

B(α, β) =
∫ 1

0
xα−1(1− x)β−1dx

L(θ) =
n

∏
j=1

f (xj |θ) = θ∑n
j=1 xj (1− θ)n−∑n

j=1 xj ;

π(θ|x) =
L(θ)π(θ)∫ 1

0 L(θ)π(θ)dθ
=

θ∑j xj+α−1(1− θ)n+β−∑j xj−1

B(∑j xj + α; n + α−∑j xj )
,

π(θ|x) ≡ Beta(∑
j

xj + α; n + β−∑
j

xj )

E[θ|x] =
∑j xj + α

α + β + n
=

n

α + β + n
x̄ +

α + β

α + β + n
µ.
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Exact credibility

Example (Gamma-exponential model)

X |θ ∼Exp( θ),µ(θ) = 1/θ, f (x |θ) = θe−θx ,x > 0;
Θ _ Gamma(α, β = 1/β∗),

π(θ) =
βα

Γ(α)
e−βθθα−1; θ > 0;

L(θ) =
n

∏
j=1

f (xj |θ) = θn exp{−θ ∑ xj};

π(θ|x) =
L(θ)π(θ)∫ ∞

0 L(θ)π(θ)dθ

=
(β + ∑j xj )n+α

Γ(n + α)
exp{−θ(β + ∑

j

xj )}θn+α−1,

π(θ|x) ≡ Gama(n + α; β + ∑
j

xj ); µ = E[Xij ] = E[1/θ]
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Exact credibility

Example (Gamma-exponential model cont’d)

µ =
βα

Γ(α)

∫ +∞

0
e−βθθα−2dθ = β

Γ(α− 1)
Γ(α)

=
β

α− 1

E[1/θ|x] =
(β + ∑n

j=1 xj )n+α

Γ(n + α)

∫ +∞

0
e−(β+∑j xj )θθn+α−2dθ

=
(β + ∑j xj )Γ(n + α− 1)

Γ(n + α)
=

β + ∑j xj

n + α− 1

=
n

n + α− 1
x̄.j +

α− 1
n + α− 1

µ
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Parameter estimation

Bühlmann’s Empirical Bayes.. Unbiased and consistent estimators.

µ = E[X ] = E[E[X |θ]] = E[µ(θ)].

µ̂ = X̄ =
1
r

r

∑
i=1

X̄i =
1
nr

r

∑
i=1

n

∑
j=1

Xij

V[X ] = V[µ(θ)] + E[υ(θ)] = a + υ

V[X̄i ] = a +
1
n

υ

υ̂ =
1
r

r

∑
i=1

S ′i
2
=

1
r

r

∑
i=1

n

∑
j=1

(Xij − X̄i )
2

n− 1

â = max

{
1

r − 1

r

∑
i=1

(X̄i − X̄ )
2 − 1

n
υ̂ ; 0

}
.
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Parameter estimation

Bühlmann-Straub’s Empirical Bayes.

µ̂ = X̄ =
1
m

r

∑
i=1

mi X̄i =
1
m

r

∑
i=1

ni

∑
j=1

mijXij

m =
r

∑
i=1

mi =
r

∑
i=1

ni

∑
j=1

mij ; µ̂ =
∑r

i=1 Ẑi X̄i

∑r
i=1 Ẑi

υ̂ =
∑r

i=1 ∑ni
j=1 mij (Xij − X̄i )

2

∑r
i=1(ni − 1)

â = max


(

m−m−1
r

∑
i=1

m2
i

)−1 [
r

∑
i=1

mi (X̄i − X̄ )
2 − υ̂ (r − 1)

]
; 0

 .
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Problems

Example (A Bonus-Malus system)

Let Xj : claims in year j , Xj _ Poisson(θ), µ(θ) = υ(θ) = θ

θ̃ =
n

n + E[θ]/V[θ]
X̄ +

E[θ]/V[θ]

n + E[θ]/V[θ]
E[θ]

Data: Portfolio of 106974 policies in one year (stable period):

x 0 1 2 3 4 ≥ 5
nx 96 978 9 240 704 43 9 0

Ê [θ] = Ê [X ] = X̄ = (1/106974)∑4
k=0 xknxk = 0.1011.

V̂ [X ] = s2 = (1/106974)∑4
k=0 xk

2nxk − x̄2 = 0.1074.
V[X ] = E[θ] + V[θ]. V̂ [θ] = 0.1074− 0.1011 = 0.0063.
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Problems

Example (A Bonus-Malus system cont’d)

P∗n+1(Xi ): 100×Risk premium/Collective premium

θ̃ =
n

n + 0.1011/0, 0063
X̄ +

0.1011/0.0063
n + 0.1011/0.0063

× 0.1011

=

(
n

∑
j=1

xj + 16, 047 (0.1011)

)
/ (n + 16.0476)

P∗n+1(Xi ) = 100× ∑n
j=1 Xij + 1.6224

0.1011(n + 16.0476)
= 100× ∑n

i=1 Xij + 1.6224
0.1011 n + 1.6224
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Problems

No. of claims
no
¯
years 0 1 2 3 4
0 100 - - - -
1 94,13 152,16 210,18 268,20 326,22
2 88,92 143,72 198,53 253,34 308,14
3 84,25 136,18 188,11 240,04 291,97
4 80,05 129,39 178,73 228,06 277,40
5 76,24 123,24 170,23 217,23 264,22
6 72,79 117,65 162,51 207,38 252,24
7 69,63 112,54 155,46 198,38 241,29
8 66,73 107,86 149,00 190,13 231,26
9 64,07 103,56 143,05 182,54 222,03
10 61,61 99,58 137,56 175,53 213,50

Table: Relative premium for a Bonus-malus system
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Problems

Example (Life group insurance)

Nksij : No. people dying, with ins. capital xk , age s, group j , year i .
Nij = ∑k,s Nksij - ...in group j year i
xk : insured capital
qs : mortality rate, age s, known.
qsθj : mortality, age s, group j (unknown)
nksij : No. people group j , capital xk , age s, year i .
Sij = ∑k (xk ∑s Nksij ): aggregate claims, group j , year i

Nksij |θ _ Poisson(nksij × qs × θj )⇒

∑
s

Nksij |θ ∼ Poisson
(

θj ∑
s

qsnksij |θj
)
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Problems

Example (Life group insurance, cont’d)

Sij |θ = ∑
k

(
xk ∑

s

Nksij

)

Sij |θ _ CPoisson

(
θj ∑

k,s

nksijqs ; fij (x) =
∑s qsnksij

∑k,s qsnksij

)

E[Sn+1,j |θj ] = ∑
k

xk ∑
s

E[Nks(n+1)j |θj ] = θj ∑
k,s

xkqsnks(n+1)j

Pc = θ̃j ∑
k,s

xkqsnks(n+1)j ,

θ̃j =
mj

mj + E[θj ]/V[θj ]
X̄·j +

E[θj ]/V[θj ]

mj + E[θj ]/V[θj ]
E[θj ]
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Problems

Example (Life group insurance, cont’d)

E[Sn+1,j |θj ] = ∑
k

xk ∑
s

E[Nks(n+1)j |θj ] = θj ∑
k,s

xkqsnks(n+1)j

Pc = θ̃j ∑
k,s

xkqsnks(n+1)j ,

θ̃j =
mj

mj + E[θj ]/V[θj ]
X̄·j +

E[θj ]/V[θj ]

mj + E[θj ]/V[θj ]
E[θj ]

Xij = Nij/mij ; mij = ∑
k,s

qsnksij
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Problems

Problem 1
Consider a motor insurance portfolio where the population is classified into
categories A B and C , respectively, where A is Good drivers, B is Bad drivers
and C is Sports drivers. The population of drivers is split as follows: 70% is in
category A, 25% in B and 5% in C . For each driver in category A, there is a
probability of 0.75 of having no claims in a year, a probability of 0.2 of having
one claim and a probability of 0.05 of having two or more claims in a year. For
each driver in category B these probabilities are 0.25, 0.4 and 0.35,
respectively. For each driver in category C these probabilities are 0.3, 0.4 and
0.3, respectively.
Risk parameter representing the kind of driver is denoted by θ, which is a
realization of the random variable Θ. The insurer does not know the value of
that parameter. Let X be the (observable) number of claims per year for a risk
taken out at random from the whole portfolio. For a given Θ = θ yearly
observations X1,X2, ..., make a random sample from risk X . The insurer finds
crucial that the annual premium for a given risk might be adjusted by its claim
record.
Consider a risk X taken out at random from the portfolio.

1 Calculate the mean and variance of X .

2 Compute the probability function of X .
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Problems

Problem 1 (cont’d)
For a particular risk of the portfolio we observed in the last two years
X1 = x1 = 0 and X2 = x2 = 2.

3 For a given Θ = θ of risk X observations, X1,X2, ..., are a random
sample but X1 and X2 are not independent. Comment briefly.

4 Compute Cov [X1,X2]. [Note: For r.v.’s X , Y and Z ,
Cov [X ,Y ] = E [Cov [X ,Y |Z ]] + Cov [E [X |Z ];E [Y |Z ]] ]

5 Compute the posterior probability function of Θ given (X1 = 0,X2 = 2).

6 You do not know from which risk category the above sample comes.
Carry out appropriate calculations to determine from which category the
sample is most likely to have come.

We need to compute a (pure) premium for the next year:

7 Compute the collective pure premium.

8 Compute the Bayes premium E [X3|X = (0, 2)] = E (µ (Θ) |X = (0, 2)).

9 Compute Bühlmann’s credibility premium, say, Ẽ (X3|θ).
10 Can we talk here on Exact Credibility? Comment appropriately.
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Ratemaking and Experience Rating concepts, Recap...
Ratemaking portfolios/groups:

Similar risks grouping in collectives of risks for ratemaking.
Tariff:

Set of premia, for each risk in a (homogeneous) portfolio. A
basic premium plus a system of bonus or malus.

Tariff structure:
System of bonus/malus applied to a basic premium.

“Prior” and “Posterior” ratemaking:
First rate following given prior variables, then make a posterior
re-evaluation/readjustment, according to the reported
accidents/claims by the risk/policy.

Bonus-malus systems, use of GLM’s, ..
Bonus systems are in general based on claim counts, not
amounts. This is explained by the usual assumption of
independence between number and severity of claims. The
base model is Markovian.
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Bonus-malus (or bonus) systems

Common tariff in motor insurance;
Usually based on a counting variable, not the amounts
A Markov chain model (discrete time) is often used:
Basic idea:

year(s) with no claim: bonus
year with 1 claims: malus; 2 claims: + malus...

Study Long Term behaviour
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Bonus-Malus Systems

A priori classification variables: age, sex, type and use of car,
territory
A posteriori variables: deductibles, credibility, bonus-malus
Bonus malus:

Answer to heterogeneity of behavior of drivers in each cell
Answer to adverse selection
Inducement to drive more carefully

Strongly influenced by regulatory environment and culture
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BMS as they should be: Bayesian analysis

Example (Lemaire (1995, p. 37))BMS as they should be: Bayesian analysis
Observed distribution of third-party liability motor insurance claims
Mean:  𝑥 = 0.1011
Variance: 𝑠2 = 0.1074

Number of claims Observed policies

0 96,978

1 9,240

2 704

3 43

4 9

5+ 0

Total 106,974
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Example (cont’d)

Non-contagious model: Poisson fit

Number of claims Observed policies Poisson fit

0 96,978 96,689.6

1 9,240 9,773.5

2 704 493.9

3 43 16.6

4 9 0.4

5+ 0 0     

Total 106,974 106,974
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Contagious model: Negative Binomial fit

Example (cont’d)
Contagious model: Negative Binomial fit

Number of claims Observed policies Poisson fit Negative Binomial fit 

0 96,978 96,689.6 96,985.5

1 9,240 9,773.5 9,222.5

2 704 493.9 711.7

3 43 16.6 50.7

4 9 0.4 3.6

5+ 0 0 0

Total 106,974 106,974 106,974
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Example (Lemaire 91995, p. 44; Deaths by horse kicks in the ten
corps of the Prussian Army, 1875-1894)

Example 1: Deaths by horse kicks in the ten corps of the 
Prussian Army, 1875-1894

N Observed Poisson Neg Bin

0 109 108.67 111.99

1 65 66.29 61.80

2 22 20.22 20.00

3 3 4.11 4.95

4 1 0.72 1.04

5+ 0 0.00 0.22

Total – Chi-Square 200 0.33 1.24

Shows total randomness of accidents. Clearly, Poisson fit is better.
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Example (Optimal BMS with Negative Binomial model)Optimal BMS with Negative Binomial model
Year Claims

0 1 2 3 4

0 100

1 94 153 211 269 329

2 89 144 199 255 310

3 84 137 189 241 294

4 80 130 179 229 279

5 76 123 171 218 266

6 73 118 163 208 253

7 69 113 156 199 242

Link with Credibility theory, Credibility idea:

Premium = (1− z)(Population Pr.) + z(Individual Pr.)

Credibility is an exact rating formula for the Poisson-Gamma mix
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This optimal BMS is:
Fair (as it results from the application of Bayes theorem)
Financially balanced (the average income of the insurer stays
at 100, year after year)

BUT, It is not acceptable to regulators and managers, as the
harsh penalties:

Encourage uninsured driving
Suggest hit-and-run behavior
Induce policyholders to leave the company after one accident

⇒ In practice, another approach, based on Markov Chains, is used
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BMS as they are: definition of Markov Chain (MC) {Zn} is a
discrete-time, non-homogeneous Markov Chain when Z is an
infinite sequence of random variables Z0,Z1, . . . such that:

1 Zn denotes the state at time n, n = 0, 1, 2, ...
2 Each Zn is a discrete random variable that can take s values (s

is the number of states)
3 All transition probabilities are history-independent:

P(n)(i , j) = Pr [Zn+1= j |Zn = i ,Zn−1 = in−1, ..., ,M0 = i0]

= Pr [Zn+1= j |Zn = i ]

For all BMS applications, MC are homogeneous: Pn = P. We
can have MC of order higher than 1. See Next example
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Example (Centeno [2003])

A Bonus system in motor insurance, 3rd party liability (directly, the
system is not pure Markovian, Markov of Order 2)

30% discount, no claim for 2 yrs.
15% malus, 1 claim
30% malus, 2 claims
45% malus, 3 claims
100% malus, 4 claims
> 4, case by case...

Markovian, if classes are split (see later)

Classical “Markovian” BMS consider (long term) stable behaviour.
See next examples
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Example (Markov chain,T&K, p.102, Ex. 2.2)

A particle travels through states {0, 1, 2} according to a Markov
chain

P =


0 1 2

0 0 1/2 1/2
1 1/2 0 1/2
2 1/2 1/2 0



P2 =

 1
2

1
4

1
4

1
4

1
2

1
4

1
4

1
4

1
2

 ;P3 =

 1
4

3
8

3
8

3
8

1
4

3
8

3
8

3
8

1
4

 ;P4 =

 3
8

5
16

5
16

5
16

3
8

5
16

5
16

5
16

3
8



P5 =


5
16

11
32

11
32

11
32

5
16

11
32

11
32

11
32

5
16

 ;P10 =


171
512

341
1024

341
1024

341
1024

171
512

341
1024

341
1024

341
1024

171
512


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Example (cont.)

P100 =


211275100038038233582783867563
633825300114114700748351602688

422550200076076467165567735125
1267650600228229401496703205376 P31

422550200076076467165567735125
1267650600228229401496703205376

211275100038038233582783867563
633825300114114700748351602688 P21

422550200076076467165567735125
1267650600228229401496703205376

422550200076076467165567735125
1267650600228229401496703205376 P22



≈

 0.33333 0.33333 0.33333
0.33333 0.33333 0.33333
0.33333 0.33333 0.33333


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Example
Let a Markov chain with transition matrix:

P =



0 1 2 3 4 5 6
0 0.9 0.1 0 0 0 0 0
1 0.9 0 0.1 0 0 0 0
2 0.9 0 0 0.1 0 0 0
3 0.9 0 0 0 0.1 0 0
4 0.9 0 0 0 0 0.1 0
5 0.9 0 0 0 0 0 0.1
6 0.9 0 0 0 0 0 0.1


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Example

Long term: P8 =

. 9 .0 9 .00 9 .000 9 .0000 9 9.0× 10−6 1.0× 10−6

. 9 .0 9 .00 9 .000 9 .0000 9 9.0× 10−6 1.0× 10−6

. 9 .0 9 .00 9 .000 9 .0000 9 9.0× 10−6 1.0× 10−6

. 9 .0 9 .00 9 .000 9 .0000 9 9.0× 10−6 1.0× 10−6

. 9 .0 9 .00 9 .000 9 .0000 9 9.0× 10−6 1.0× 10−6

. 9 .0 9 .00 9 .000 9 .0000 9 9.0× 10−6 1.0× 10−6

. 9 .0 9 .00 9 .000 9 .0000 9 9.0× 10−6 1.0× 10−6


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Example (Entry class: 5.)

168 Actuarial Modelling of Claim Counts

insurer, he must first obtain a certificate from the former insurer stating his attained bonus-
malus level and whether pending claims could affect this level. The new insurer must then
award the same discount or apply the same surcharges. The competition between insurance
companies is limited to the services offered and the a priori premiums.

Things become more complicated in a deregulated market, where each insurer is free to
design its own bonus-malus system. Then, insurers compete also on the basis of a posteriori
corrections. It rapidly becomes extremely difficult for policyholders to determine the optimal
insurance provider, since companies apply different penalties when claims are reported. In
Section 4.8, we consider a policyholder switching from insurer A to insurer B. He occupies
the level ℓ1 in the bonus-malus scale used by company A, and the question is where to place
him in the bonus-malus scale used by company B.

Section 4.9 examines the dependence properties existing between the successive levels
occupied by the policyholders and the random risk parameter. It is argued that contrarily to
the results obtained with credibility models, the risk parameters do not necessarily increase
with the level occupied in the scale.

The final Section 4.10 gives references and addresses further issues.

4.2 Modelling Bonus-Malus Systems
4.2.1 Typical Bonus-Malus Scales

Before embarking on an abstract definition of bonus-malus systems, let us discuss a couple
of examples that will be used throughout this chapter.

Example 4.1 (−1/Top Scale) This bonus-malus scale has 6 levels (numbered 0 to 5).
Policyholders are classified according to the number of claim-free years since their last claim
(0, 1, 2, 3, 4 or at least 5). After a claim all premium reductions are lost. The transition rules
are described in Table 4.1. Specifically, the starting class is the highest level 5. Each claim-
free year is rewarded by one bonus class. When an accident is reported, all the discounts are
lost and the policyholder is transferred to level 5.

Note that the philosophy behind such a bonus-malus system is different from credibility
theory. Indeed, this bonus-malus scale only aims to counteract moral hazard: it is in fact
more or less equivalent to a deductible which is not paid at once but smoothed over the time

Table 4.1 Transition rules for
the scale −1/top.

Starting Level occupied if
level 0 ≥ 1

claim is reported

0 0 5
1 0 5
2 1 5
3 2 5
4 3 5
5 4 5
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needed to go back to the lowest class. Note however that this ‘smoothed’ deductible only
applies to the first claim: subsequent claims are ‘for free’.

Example 4.2 (−1/+2 Scale) There are 6 levels. Level 5 is the starting level. A higher
level number indicates a higher premium. The discount per claim-free year is one level: if no
claims have been reported by the policyholder then he moves one level down. The penalty
per claim is two levels. If a number of claims, nt > 0, has been reported during year t then
the policyholder moves 2nt levels up. The transition rules are described in Table 4.2.

In the subsequent sections, we will also make the −1/+2 scale more severe, by penalizing
each claim by 3 levels instead of 2. This alternative bonus-malus system will be henceforth
referred to as the −1/+3 system.

4.2.2 Characteristics of Bonus-Malus Scales

The bonus-malus scales investigated in this book are assumed to possess s + 1 levels,
numbered from 0 to s. A specified level is assigned to a new driver. In practice, the initial
level may depend upon the use of the vehicle (or upon another observable risk characteristic).
Each claim-free year is rewarded by a bonus point (i.e. the driver goes one level down).
Claims are penalized by malus points (i.e. the driver goes up a certain number of levels
each time he files a claim). We assume that the penalty is a given number of classes per
claim. This facilitates the mathematical treatment of the problem. More general systems can
nevertheless be considered, with higher penalties for subsequent claims. After sufficiently
many claim-free years, the driver enters level 0 where he enjoys the maximal bonus.

In Chapter 3, updating premiums with credibility formulas only uses the total number
of claims reported by the policyholder in the past. The new premium does not depend on
the way the accidents are distributed over the years. This property is never satisfied by
bonus-malus systems, where it would be the policyholder’s interest to concentrate all the
claims during a single year.

In commercial bonus-malus systems, the knowledge of the present level and of the
number of claims of the present year suffices to determine the next level. Together with
the (conditional) independence of annual claim numbers, this ensures that the trajectory
accross the bonus-malus levels may be represented by a (conditional) Markov chain: the

Table 4.2 Transition rules for the scale −1/+2.

Starting Level occupied if
level 0 1 2 ≥3

claim(s) is/are reported

5 4 5 5 5
4 3 5 5 5
3 2 5 5 5
2 1 4 5 5
1 0 3 5 5
0 0 2 4 5
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A posterior ratemaking system, experience rating, is a Bonus-malus
sytem if

The rating periods are equal (1 year)
The risks, policies, are divided into (finite) classes:

C1,C2, ...,Cs ; ∪i Ci = C ; Ci ∩ Cj = ∅.

No transitions within the year
Position in Class in the year n depends on:

Position in n− 1, and
The year claim counts.
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Composition of the B-S system:
1 A vector of premia (or multiplying factor, index)

b = (b(1), b(2), ..., b(s))

2 Transition rules among classes, in matrix:

T = [Tij ] , each entry Tij is a set of integers...

T : ∪sj=1Tij = {0, 1, 2, ...} , Tij ∩ Tij ′ = ∅, j 6= j
′

3 Entry class, Ci0 is the same for all policies.
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Transition rules

If k claims are reported

tij (k) =

{
1 , if policy transfers from i to j
0 , otherwise
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4.2.4 Transition Rules

The probability of moving from one level to another depends on the number of claims
reported during the current year. Therefore, we can introduce more formally the transition
rules which impose the transfer from one level to another level once the number of claims
is known. If k claims are reported,

tij!k" =
{

1# if the policy gets transferred from level i to level j,
0# otherwise.

The tij!k"s are put in matrix form T !k", i.e.

T !k" =

⎛

⎜⎜⎜⎝

t00!k" t01!k" · · · t0s!k"
t10!k" t11!k" · · · t1s!k"

$$$
$$$

$ $ $
$$$

ts0!k" ts1!k" · · · tss!k"

⎞

⎟⎟⎟⎠
$

Then, T !k" is a 0-1 matrix having in each row exactly one 1.

Example 4.3 (−1/Top Scale) In this case, we have

T !0" =

⎛

⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

⎞

⎟⎟⎟⎟⎟⎟⎠
# T !1" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠

and T !k" = T !1" for all k ≥ 2.

Example 4.4 (−1/+2 Scale) In this case, we have

T !0" =

⎛

⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

⎞

⎟⎟⎟⎟⎟⎟⎠
# T !1" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠

T !2" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠
and T !k" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠
for all k ≥ 3$
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rules which impose the transfer from one level to another level once the number of claims
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tij!k" =
{
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⎞

⎟⎟⎟⎠
$

Then, T !k" is a 0-1 matrix having in each row exactly one 1.

Example 4.3 (−1/Top Scale) In this case, we have
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⎛
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1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

⎞

⎟⎟⎟⎟⎟⎟⎠
# T !1" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠

and T !k" = T !1" for all k ≥ 2.

Example 4.4 (−1/+2 Scale) In this case, we have

T !0" =

⎛

⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

⎞

⎟⎟⎟⎟⎟⎟⎠
# T !1" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠

T !2" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠
and T !k" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠
for all k ≥ 3$
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The probability of moving from one level to another depends on the number of claims
reported during the current year. Therefore, we can introduce more formally the transition
rules which impose the transfer from one level to another level once the number of claims
is known. If k claims are reported,

tij!k" =
{

1# if the policy gets transferred from level i to level j,
0# otherwise.

The tij!k"s are put in matrix form T !k", i.e.

T !k" =

⎛
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⎞
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$
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⎛
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1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

⎞

⎟⎟⎟⎟⎟⎟⎠
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⎛
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0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠

and T !k" = T !1" for all k ≥ 2.

Example 4.4 (−1/+2 Scale) In this case, we have

T !0" =

⎛

⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

⎞

⎟⎟⎟⎟⎟⎟⎠
# T !1" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 1 0 0 0
0 0 0 1 0 0
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0 0 0 0 0 1
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠

T !2" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠
and T !k" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 1
0 0 0 0 0 1
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⎞

⎟⎟⎟⎟⎟⎟⎠
for all k ≥ 3$
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Markov analysis

Symbolically, a B-M S can be written as a triplet:
∆ = (Ci0 ,T,b).
Bonus Class in year n: Z∆,n, defined by set of rules T and
entry class Ci0 .
The system is supposed to be a Markov chain

{Z∆,n, n = 0, 1, 2, ...}

Transition probability matrix: PT = [pT (i , j)]

Transition rules is based on claim counts, often

Poisson distributed (usually bad), or
mixed Poisson (much better), i , j = 1, 2, ..., s,

pT (i , j) = Pr (Z∆,n+1 = j |Z∆,n = i)

p
(n)
T (i , j) = Pr (Z∆,n = j |Z∆,0 = i)

p
(n)
T (j) = Pr (Z∆,n = j)
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4.3.2 Transition Matrix

Further, P!"# is the one-step transition matrix, i.e.

P!"# =

⎛

⎜⎜⎜⎝

p00!"# p01!"# · · · p0s!"#
p10!"# p11!"# · · · p1s!"#

$$$
$$$

$ $ $
$$$

ps0!"# ps1!"# · · · pss!"#

⎞

⎟⎟⎟⎠
$

From (4.1), we see that the matrix P!"# is a stochastic matrix. As already mentioned, the
future level of a policyholder is independent of its past levels and only depends on its present
level (and also on the number of claims reported during the present year).

In matrix form, we can write P!"# as

P!"# =
!∑

k=0

"k

k! exp !−"#T !k#

provided the Nts are independent and !oi!"# distributed.

Example 4.5 (−1/Top Scale) The transition matrix P!"# associated with this bonus-malus
system is given by

P!"# =

⎛

⎜⎜⎜⎜⎜⎜⎝

exp!−"# 0 0 0 0 1− exp!−"#
exp!−"# 0 0 0 0 1− exp!−"#

0 exp!−"# 0 0 0 1− exp!−"#
0 0 exp!−"# 0 0 1− exp!−"#
0 0 0 exp!−"# 0 1− exp!−"#
0 0 0 0 exp!−"# 1− exp!−"#

⎞

⎟⎟⎟⎟⎟⎟⎠
$

Example 4.6 (−1/+2 Scale) The transition matrix P!"# associated with this bonus-malus
system is given by

P!"# =

⎛

⎜⎜⎜⎜⎜⎜⎝

exp!−"# 0 " exp!−"# 0 "2

2 exp!−"# 1−%1

exp!−"# 0 0 " exp!−"# 0 1−%2

0 exp!−"# 0 0 " exp!−"# 1−%3

0 0 exp!−"# 0 0 1− exp!−"#
0 0 0 exp!−"# 0 1− exp!−"#
0 0 0 0 exp!−"# 1− exp!−"#

⎞

⎟⎟⎟⎟⎟⎟⎠
$

where %i represents the sum of the elements in columns 1 to 5 in row i, i = 1& 2& 3, that is,

%1 = exp!−"#

(
1+" + "2

2

)

%2 = %3 = exp!−"# !1+"# $

p(i ,j)(λ) =
∞

∑
k=0

pk(λ) tij (k) , i , j = 1, . . . , S ,

PT ,λ =
[
p(i ,j)(λ)

]
S×S =

∞

∑
k=0

pk(λ)Tk

=
∞

∑
k=0

e−λ λk

k !
Tk . (if Poisson)
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$
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where %i represents the sum of the elements in columns 1 to 5 in row i, i = 1& 2& 3, that is,
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(
1+" + "2

2

)

%2 = %3 = exp!−"# !1+"# $
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Long term behaviour

Transition rules is based on claim counts, often
Poisson distributed (usually bad), i , j = 1, 2, ..., s, n = 0, 1, ...

pT ,λ(i , j) = Pr (Z∆,n+1 = j |Z∆,n = i ,Λ = λ)

p
(n)
T ,λ(i , j) = Pr (Z∆,n = j |Z∆,0 = i ,Λ = λ)

p
(n)
T ,λ(j) = Pr (Z∆,n = j |Λ = λ) .

Mixed Poisson (much better), 1st compute the conditional
p
(n)
T ,λ(i , j), i , j = 1, 2, ..., s, then

pT (i , j) =
∫ ∞

0
pT ,λ(i , j)dπ(λ)

p
(n)
T (i , j) =

∫ ∞

0
p
(n)
T ,λ(i , j)dπ(λ) = E

[
p
(n)
T ,λ(i , j)

]
p
(n)
T (j) =

∫ ∞

0
p
(n)
T ,λ(j)dπ(λ) = E

[
p
(n)
T ,λ(j)

]
.

Remark: neither p
(n)
T (i , j) nor p

(n)
T (j) are obtained from the

initial mixed Poisson distribution.
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Long term behaviour

All B-M systems have (at least) a bonus class where a policy:
stays if keeps with no claims
goes, transits to, if has no claims
goes out, transits from (to another)

That class is a periodic state
If the Markov chain is irreducible, finite number of states, it
will be aperiodic and stationary;
Then, it exists a limit distribution, for a given λ

p
(∞)
T ,λ(j) = lim

n↑∞
p
(n)
T ,λ(i , j).

If λ is considered to be the outcome of a r.v. with dist. π(λ),
usually

p
(∞)
T (j) =

∫ ∞

0
p
(∞)
T ,λ(j)dπ(λ) = E

[
p
(∞)
T ,λ(j)

]
Remark: p

(∞)
T (j) is not got from the initial “mixed Poisson”.
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Long term behaviour

176 Actuarial Modelling of Claim Counts

4.3.4 Ergodicity and Regular Transition Matrix

A Markov chain with transition matrix P is said to be ergodic if P is regular, that is, if there
exists some n0 ≥ 1 such that all entries of Pn0 are strictly positive. This condition means
that it is possible, with a strictly positive probability, to go from one level i to another level
j in a finite number of transitions or, in other words, that all states of the Markov chain are
accessible from any initial state in a finite number of steps.

All bonus-malus scales in practical use have a ‘best’ level, with the property that a policy
in that level remains in the same level after a claim-free period. In our framework, the best
level is level 0 and, for any level, it is possible to reach the superbonus level 0 after a
sufficiently large number of claim-free years, resulting in p!n"

ℓ0 !$" > 0 for all sufficiently
large n. In the following, we restrict our attention to such non-periodic bonus rules. The
transition matrix P!$" associated with such a bonus-malus scale is regular, i.e. there exists
some integer n0 ≥ 1 such that all entries of the n0th power Pn0!$" of the one-step transition
matrix are strictly positive.

4.4 Long-Term Behaviour of Bonus-Malus Systems
4.4.1 Stationary Distribution

A natural question that arises concerns the long term behaviour of a bonus-malus system.
Intuitively, we expect that the system will stabilize in the long run. Since the annual claim
numbers have been assumed to be independent and identically distributed, each policyholder
will ultimately stabilize around an equilibrium level correponding to the expected annual
claim frequency $, and will gravitate around this level.

To formalize this intuitive idea, let us compute the powers of the transition matrix P!$"
for $ = 0%1 in the −1/top and −1/+ 2 bonus-malus scales. This is done in the following
examples.

Example 4.7 (−1/Top Scale) Starting from

P!0%1" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0%904837 0 0 0 0 0%095163
0%904837 0 0 0 0 0%095163

0 0%904837 0 0 0 0%095163
0 0 0%904837 0 0 0%095163
0 0 0 0%904837 0 0%095163
0 0 0 0 0%904837 0%095163

⎞

⎟⎟⎟⎟⎟⎟⎠

we get

P2!0%1" =

⎛

⎜⎜⎜⎜⎜⎜⎝

0%818731 0 0 0 0%086107 0%095163
0%818731 0 0 0 0%086107 0%095163
0%818731 0 0 0 0%086107 0%095163

0 0%818731 0 0 0%086107 0%095163
0 0 0%818731 0 0%086107 0%095163
0 0 0 0%818731 0%086107 0%095163

⎞

⎟⎟⎟⎟⎟⎟⎠
&
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P3!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"740818 0 0 0"077913 0"086107 0"095163
0"740818 0 0 0"077913 0"086107 0"095163
0"740818 0 0 0"077913 0"086107 0"095163
0"740818 0 0 0"077913 0"086107 0"095163

0 0"740818 0 0"077913 0"086107 0"095163
0 0 0"740818 0"077913 0"086107 0"095163

⎞

⎟⎟⎟⎟⎟⎟⎠
$

P4!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"67032 0"00000 0"070498 0"077913 0"086107 0"095163
0"67032 0"00000 0"070498 0"077913 0"086107 0"095163
0"67032 0"00000 0"070498 0"077913 0"086107 0"095163
0"67032 0"00000 0"070498 0"077913 0"086107 0"095163
0"67032 0"00000 0"070498 0"077913 0"086107 0"095163
0"00000 0"67032 0"070498 0"077913 0"086107 0"095163

⎞

⎟⎟⎟⎟⎟⎟⎠
$

and

P5!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"606531 0"063789 0"070498 0"077913 0"086107 0"095163
0"606531 0"063789 0"070498 0"077913 0"086107 0"095163
0"606531 0"063789 0"070498 0"077913 0"086107 0"095163
0"606531 0"063789 0"070498 0"077913 0"086107 0"095163
0"606531 0"063789 0"070498 0"077913 0"086107 0"095163
0"606531 0"063789 0"070498 0"077913 0"086107 0"095163

⎞

⎟⎟⎟⎟⎟⎟⎠
$

where all the rows are identical. Of course,

Pk!0"1# = P5!0"1# for any integer k ≥ 6"

This means that, whatever the initial distribution,

p!k#!0"1# = !0"606531$ 0"063789$ 0"070498$ 0"077913$ 0"086107$ 0"095163#T

for any k ≥ 5. The proportion of policyholders occupying each of the levels of the −1/top
scale thus remains unchanged after 5 years.

Example 4.8 (−1/+2 Scale) In this case,

P!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"904837 0 0"090484 0 0"004524 0"000155
0"904837 0 0 0"090484 0 0"004679

0 0"904837 0 0 0"090484 0"004679
0 0 0"904837 0 0 0"095163
0 0 0 0"904837 0 0"095163
0 0 0 0 0"904837 0"095163

⎞

⎟⎟⎟⎟⎟⎟⎠
"
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P3!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"740818 0 0 0"077913 0"086107 0"095163
0"740818 0 0 0"077913 0"086107 0"095163
0"740818 0 0 0"077913 0"086107 0"095163
0"740818 0 0 0"077913 0"086107 0"095163

0 0"740818 0 0"077913 0"086107 0"095163
0 0 0"740818 0"077913 0"086107 0"095163

⎞

⎟⎟⎟⎟⎟⎟⎠
$

P4!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"67032 0"00000 0"070498 0"077913 0"086107 0"095163
0"67032 0"00000 0"070498 0"077913 0"086107 0"095163
0"67032 0"00000 0"070498 0"077913 0"086107 0"095163
0"67032 0"00000 0"070498 0"077913 0"086107 0"095163
0"67032 0"00000 0"070498 0"077913 0"086107 0"095163
0"00000 0"67032 0"070498 0"077913 0"086107 0"095163

⎞

⎟⎟⎟⎟⎟⎟⎠
$

and

P5!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"606531 0"063789 0"070498 0"077913 0"086107 0"095163
0"606531 0"063789 0"070498 0"077913 0"086107 0"095163
0"606531 0"063789 0"070498 0"077913 0"086107 0"095163
0"606531 0"063789 0"070498 0"077913 0"086107 0"095163
0"606531 0"063789 0"070498 0"077913 0"086107 0"095163
0"606531 0"063789 0"070498 0"077913 0"086107 0"095163

⎞

⎟⎟⎟⎟⎟⎟⎠
$

where all the rows are identical. Of course,

Pk!0"1# = P5!0"1# for any integer k ≥ 6"

This means that, whatever the initial distribution,

p!k#!0"1# = !0"606531$ 0"063789$ 0"070498$ 0"077913$ 0"086107$ 0"095163#T

for any k ≥ 5. The proportion of policyholders occupying each of the levels of the −1/top
scale thus remains unchanged after 5 years.

Example 4.8 (−1/+2 Scale) In this case,

P!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"904837 0 0"090484 0 0"004524 0"000155
0"904837 0 0 0"090484 0 0"004679

0 0"904837 0 0 0"090484 0"004679
0 0 0"904837 0 0 0"095163
0 0 0 0"904837 0 0"095163
0 0 0 0 0"904837 0"095163

⎞

⎟⎟⎟⎟⎟⎟⎠
"

178 Actuarial Modelling of Claim Counts

The convergence is now much slower:

P5!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"791523 0"081985 0"088694 0"018169 0"015456 0"004173
0"788490 0"066822 0"106890 0"017259 0"014546 0"005992
0"788490 0"063789 0"073531 0"053651 0"013637 0"006902
0"606531 0"245749 0"070498 0"020292 0"050028 0"006902
0"606531 0"063789 0"252457 0"017259 0"034865 0"025098
0"606531 0"063789 0"070498 0"199219 0"031833 0"028131

⎞

⎟⎟⎟⎟⎟⎟⎠

P10!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"784013 0"081747 0"090966 0"022022 0"016217 0"005037
0"784003 0"081480 0"090248 0"023009 0"016178 0"005081
0"777382 0"088092 0"089871 0"022071 0"017497 0"005087
0"776278 0"079263 0"099795 0"021694 0"016890 0"006080
0"776278 0"078160 0"090966 0"031618 0"016623 0"006356
0"743169 0"111269 0"089862 0"026100 0"023236 0"006365

⎞

⎟⎟⎟⎟⎟⎟⎠

P20!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"782907 0"082338 0"090996 0"022276 0"016387 0"005096
0"782903 0"082332 0"091006 0"022275 0"016387 0"005097
0"782902 0"082326 0"090993 0"022295 0"016386 0"005098
0"782803 0"082424 0"090984 0"022285 0"016406 0"005098
0"782776 0"082352 0"091082 0"022278 0"016403 0"005108
0"782774 0"082327 0"091011 0"022376 0"016399 0"005113

⎞

⎟⎟⎟⎟⎟⎟⎠

which slowly converges to

!!0"1# =

⎛

⎜⎜⎜⎜⎜⎜⎝

0"782901 0"082338 0"090998 0"022278 0"016387 0"005097
0"782901 0"082338 0"090998 0"022278 0"016387 0"005097
0"782901 0"082338 0"090998 0"022278 0"016387 0"005097
0"782901 0"082338 0"090998 0"022278 0"016387 0"005097
0"782901 0"082338 0"090998 0"022278 0"016387 0"005097
0"782901 0"082338 0"090998 0"022278 0"016387 0"005097

⎞

⎟⎟⎟⎟⎟⎟⎠
"

In this case, the system is not stable after 20 years.

Let us consider the trajectory of a policyholder with expected claim frequency $
accross the levels of the bonus-malus scale. We define the stationary distribution "!$# =
!%0!$#&%1!$#& ' ' ' &%s!$##T as follows: %ℓ!$# is the stationary probability for a policyholder
with mean frequency $ to be in level ℓ i.e.

%ℓ2
!$# = lim

n→+"
p!n#

ℓ1ℓ2
!$#"

The term %ℓ!$# is the limit value of the probability that the policyholder is in level ℓ, when
the number of periods tends to +". It is also the fraction of the time a policyholder with
claim frequency $ spends in level ℓ, once the steady state has been reached. Note that "!$#
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Long term behaviour

Problem 2 (Problem 1 cont’d)
Consider a motor insurance portfolio where the population is classified into
categories A B and C , respectively, where A is Good drivers, B is Bad drivers
and C is Sports drivers. The population of drivers is split as follows: 70% is in
category A, 25% in B and 5% in C . For each driver in category A, there is a
probability of 0.75 of having no claims in a year, a probability of 0.2 of having
one claim and a probability of 0.05 of having two or more claims in a year. For
each driver in category B these probabilities are 0.25, 0.4 and 0.35,
respectively. For each driver in category C these probabilities are 0.3, 0.4 and
0.3, respectively.
Risk parameter representing the kind of driver is denoted by θ, which is a
realization of the random variable Θ. The insurer does not know the value of
that parameter. Let X be the (observable) number of claims per year for a risk
taken out at random from the whole portfolio. For a given Θ = θ yearly
observations X1,X2, ..., make a random sample from risk X . The insurer finds
crucial that the annual premium for a given risk might be adjusted by its claim
record.
Suppose that the insurer uses a Bonus-malus system based on the claims
frequency to rate the risks of that portfolio. The system has simply three
classes, numbered 1, 2 and 3 and ranked increasingly from low to higher risk.
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Long term behaviour

Problem 2 (cont’d)
Transition rules are the following: A policy with no claims in one year goes to the
previous lower class in the next year unless it is already Class 1, where it stays. In the
case of a claim goes to Class 3, if it is already there no change is made.
Let α(θ) be the probability of not having any claim in one year for a policy in with risk
parameter θ. Entry class is Class 2 and premia vector is b = (70, 100, 150).
– Consider a policy with risk parameter θ.

1 Write the transition rules matrix and compute the one year transition probability.
2 Comment on the existence of the of the stationary distribution.
3 Calculate the probability of a policy being ranked in Class 1 two years after

entering the system.
4 Calculate the probability function of the premium for a type A driver after two

years os stay in the portfolio. Compute the average premium.
5 After some time the insurer’s chief actuary concluded that for ratemaking

purposes it didn’t make much difference to keep categories B and C apart, and
merged them into, say, B∗. For a driver in this new class, compute the
probability funcion of the premium after one year of staying in the system (since
his entry).

– Stationary distr. for a given θ is given by vector
(
α(θ)2; [1− α(θ)] α(θ); 1− α(θ)

)
.

6 Compute the probability function of the premium for a policy taken out at
random from the portfolio. Calculate the average premium.
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Long term behaviour

Example (Cont’d, Centeno [2003])

A Bonus system in motor insurance, 3rd party liability (directly, the
system is not Markovian)

30% discount, no claim for 2 yrs.
15% malus, 1 claim
30% malus, 2 claims
45% malus, 3 claims
100% malus, 4 claims
> 4, case by case...

This is not Markovian, unless... Classes are split.
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Long term behaviour

Example (Centeno [2003]. Class splitting:)

C1 Policies with 30% bonus
C2 Policies with neither bonus nor malus for the 2nd

consecutive year
C3 Policies with neither bonus nor malus for the 1st yr
C4 Policies with 15% penalty and no claims last yr
C5 Policies with 15% penalty and claims last yr
C6 Policies with 30% penalty and no claims last yr
C7 Policies with 30% penalty and claims last yr
C8 Policies with 45% penalty and no claims last yr
C9 Policies with 45% penalty and claims last yr

C10 Policies with 100% penalty and no claims last yr
C11 Policies with 100% penalty and claims last yr.

Now is Markovian.
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Long term behaviour

Example (Cont’d)

b = (70, 100, 100, 115, 115, 130, 130, 145, 145, 200, 200)

T =



1 2 3 4 5 6 7 8 9 10 11
1 {0} {1} {2} {3} {4, ...}
2 {0} {1} {2} {3} {4, ...}
3 {0} {1} {2} {3} {4, ...}
4 {0} {1} {2} {3, ...}
5 {0} {1} {2} {3, ...}
6 {0} {1} {2, ...}
7 {0} {1} {2, ...}
8 {0} {1, ...}
9 {0} {1, ...}
10 {0} {1, ...}
11 {0} {1, ...}


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Long term behaviour

Example (cont’d)

Class j bj New Class after step, with
0 1 2 3 4+

1 70 1 5 7 9 11
2 100 1 5 7 9 11
3 100 2 5 7 9 11
4 115 1 7 9 11 11
5 115 4 7 9 11 11
6 130 1 9 11 11 11
7 130 6 9 11 11 11
8 145 1 11 11 11 11
9 145 8 9 11 11 11
10 200 1 11 11 11 11
11 200 10 11 11 11 11
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Long term behaviour

Example (cont’d)

If claim counts follow a Poisson(λ), P∆,λ:

The Markov chain is not irreducible.
You cannot go to Class/State 3.
Class of states {C2,C3} is transient.
Class, {C1,C4,C5,C6,C7,C8,C9,C10,C11} is a class of positive
recurrent aperiodic states.



Intro Credibility theory Bonus-malus systems Ratemaking and GLM

Long term behaviour

Re-order states in two classes of states:
Class 1: {C2,C3}
Class 2: {C1,C4,C5,C6,C7,C8,C9,C10,C11}

So that P∆,λ is split into 4 blocks:

P∆,λ =

[
P1,(∆,λ) P3,(∆,λ)

0 P2,∆,λ

]

P1,∆,λ: Transition Prob’ty block inside Class 1, {C2,C3};
P3,∆,λ: Transition Prob’ty block between Class of states 1 & 2,

{C2,C3} and {C1,C4,C5,C6,C7,C8,C9,C10,C11}

P2,∆,λ: Transition Prob’ty block among states
{C1,C4,C5,C6,C7,C8,C9,C10,C11}.
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Long term behaviour

We have

P2
∆,λ =

 P2
1,∆,λ | P1,(∆,λ)P3,(∆,λ) +P3,(∆,λ)P2,(∆,λ)

− −−−−−−−
0 | P2

2,(∆,λ)


=

 0 | P1,(∆,λ)P3,(∆,λ) +P3,(∆,λ)P2,(∆,λ)

− −−−−−−−
0 | P2

2,(∆,λ)



with P2
1,∆,λ =

[
0 0
a 0

]2
=

[
0 0
0 0

]
.

Result
Recursively, n ≥ 2,

Pn
∆,λ =

[
0
(
P1,(∆,λ)P3,(∆,λ) +P3,(∆,λ)P2,(∆,λ)

)
Pn−2
2,(∆,λ)

0 Pn
2,(∆,λ)

]
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Long term behaviour

Calculate the limit limn→∞ Pn
∆,λ = P∞

∆,λ

P∞
∆,λ =

[
0
(
P1,(∆,λ)P3,(∆,λ) +P3,(∆,λ)P2,(∆,λ)

)
P∞
2,(∆,λ)

0 P∞
2,(∆,λ)

]
with

P∞
2,(∆,λ) = lim

n→∞
Pn−2
2,(∆,λ)

and

P∞
2,(∆,λ) = P∞

2,(∆,λ)P2,(∆,λ) ⇔ 0 = P∞
2 (I−P2)

Pn
∆,λ tends for a matrix with all lines equal, of the form

Pn
∆,λ →

[
0 | P∞

2,(∆,λ)

]
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Long term behaviour

Example (cont’d)

With λ = 0.1, we get P∞
2,(∆,λ)as(

0.81873 0.067032 0.074082 0.014905 0.016473 0.0032584
0.0036011 91126× 10−4 10071× 10−3

)
In stationarity, Average Premium is 78.997% of entry Premium.
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Evaluation measures

Lemaire’s (1995):

Relative Stationary Average Level (RSAL):

RSAL =
SAP −mP

MP −mP

SAP =
s

∑
j=1

b(j)p
(∞)
T (j)

SAP: Stationary Average Premium, mP: minimum Premium,
MP: Max Premium
Premium variation coefficient (VC):

VC = SDP/SAP

SDP =

√√√√ s

∑
j=1

b(j)2p
(∞)
T (j)− SAP2
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Evaluation measures

Loimaranta’s (1972) Efficiency. Elasticity of the average
premium (Response to changes in frequency mean)

η(λ) =
d SAP(λ)

SAP
dλ
λ

=
d ln SAP(λ)

d lnλ

If

λ → ∞⇒ SAP(λ)→ max {b(j)} < ∞;

λ → ∞⇒ η(λ)→ 0; λ→ 0⇒ η(λ)→ 0.

Lemaire’s (1985) Transient Elasticity (1st step analysis)

Vλ(j) = b(j) + βj

s

∑
k=1

pT ,λ(j , k)Vλ(k), j = 1, ..., s

Vλ(j): Expected present value to be paid by policy from Cj;;
βj (< 1): Discount rate.
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Evaluation measures

Lemaire’s (1985) Transient Elasticity (1st step analysis)

Vλ(j) = b(j) + βj

s

∑
k=1

pT ,λ(j , k)Vλ(k), j = 1, ..., s

Vλ(j): Expected present value to be paid by policy from Cj ;
βj (< 1): Discount rate.

The system has a unique solution and elasticity comes:

µλ(j) =
dVλ(j)/Vλ(j)

dλ/λ

µ(j) =
∫ ∞

0
µλ(j)dπ(λ)
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Evaluation measures

“Bonus hunger”

Due to “Claims Frequency System”
(Some?) Small accidents aren’t reported;

It changes: the reported frequency and amonts dist’s;
Decreases insurer’s management costs;
“No-report” decision depends:

solely on insured, and
his bonus class Cj ;

Let xj : Retention level (works like a “Franchise” not a
“Deductible”);
It’s possible to find an optimal retention point: x∗j (under
some assumptions).
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Evaluation measures

Hypothesis

(Unreal) Insured knows single amount distr. FX (·), and xj ;
N _ Poisson(λ); Single amount Xi _ FX (·);
Let N∗: no. of accidents reported in Cj :

N∗ =
N

∑
i=0

Yi , Y0 ≡ 0

Yi _ binomial(1; p); p = Pr [Xi > xj ] = F̄X (xj ).

Then

N∗ _ CPoisson(λ,Fy ) ≡ Poisson(λF̄X (xj ))

Let D : Cost of unreported claim, with mean E [D(xj )]:

D(xj ) = X 1{X≤xj}
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Evaluation measures

Hypothesis (cont’d)

E [D(xj )] = 0× λF̄X (xj ) + λFX (xj )

and payments are made in mid-year:

Vλ,x(j) = b(j) + β1/2E [D(xj )] + β
s

∑
k=1

pT ,λ,xj (j , k)Vλ,x(k) ,

j = 1, ..., s;

Matrix form equation:

Vλ,x = b(x) + βPT ,λ,x(j , k)Vλ,x

Vλ,x = (I− βPT ,λ,x)
−1 b(x)

b(x)
′

= (..., b(j) + β1/2E [D(xj )] , ...).

Under those conditions it’s possible to find optimums x∗j , see
Centeno (2003, pp 181-184), and for algorithms.
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Evaluation measures & Optimal scales

Norberg’s (1976) model. Once fixed Rules of a BMS,
Efficiency Measure of premium bn(Z∆,n), as estimator of risk
premium E (Sn|λ)

Qn(∆) = E
[
(E (Sn|λ)− bn(Z∆,n))

2
]

=
∫ ∞

0

s

∑
j=1

(E (Sn|λ)− bn(j))
2 p

(n)
∆,λ(j)dΠ(λ)

Bonus class in n : Z∆,n, n = 0, 1, 2, ...
Sn : Aggregate claims of policy in n

E (Sn|λ) : Risk premium, unknown.

Qn(∆) = E
[

E
[
(E (Sn|λ)− bn(Z∆,n))

2
]
|Z∆,n

]
(Like in credibility)

= E [V [E (Sn|λ) |Z∆,n]]

+ E
[
(E [bn(Z∆,n)− E (E (Sn|λ)] |Z∆,n))

2
]
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Evaluation measures & Optimal scales

Norberg’s (1976) model (cont’d). Optimal Scale
Efficiency Measure

Qn(∆) = E
[
(E (Sn|λ)− bn(Z∆,n))

2
]

Theorem

Qn(∆) ≥ E [V [E (Sn|λ) |Z∆,n]] .

Qn(∆) = E [V [E (Sn|λ) |Z∆,n]]

iff Pr [bn(Z∆,n) = µn(Z∆,n)] = 1
µn(Z∆,n) = E [E (Sn|λ) |Z∆,n] , credibility pr. for yr n

Note: E [µn(Z∆,n)] = E [E (Sn|λ)] = E (Sn)
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Evaluation measures & Optimal scales

Optimal scale for limiting situation: Q0(∆) = limQn(∆), as n→ ∞

Q0(∆) = E
[
(E (S |λ)− b(ZT ))

2
]
, S

d
= Sn

bT(j) = E [E (S |λ) |ZT = j ] =

∫ ∞
0 E (S |λ) p

(∞)
T ,λ(j)dΠ(λ)

p
(∞)
T (j)

If Sn depends only of λ and use E (Xi ) as monetary unit

bT(j) =

∫ ∞
0 λp

(∞)
T ,λ(j)dΠ(λ)

p
(∞)
T (j)

Efficiency Measure

e(T ) = E
[
bT(ZT)

2] = ∑s
j=1 bT(j)

2p
(∞)
T (j)

T � T̃ iff e(T ) > e(T̃ )
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Evaluation measures & Optimal scales

Borgan, Hoem & Norberg (1981)’ scale. Non asymptotic
criterion and generalization of Norberg’s (1976);
Linear scales by Gilde & Sundt (1989): Linear Norberg
(1976) and Linear Borgan et al. (1981);
Geometric scales by Andrade & Centeno (2005):
Geometric Norberg (1976) and Geometric
Borgan et al. (1981);

Ruin Probability criterion (Closed and Open systems): Afonso,
Cardoso, Egidio & Guerreiro (2017, 2019)
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Evaluation measures & Optimal scales

Borgan et al.(1981) scale: Introduces a system with weights, wn:

minQ(∆) =
∞

∑
n=0

wnQn(∆)

Q0(∆) = Q∞(∆)

p
(0)
∆,λ(j) = p

(∞)
T ,λ(j)

Solution

bB(j) =
∑∞

n=0 wnE
[

E [Sn|Λ]p
(n)
T ,Λ(j)

]
pT (j)

pT (j) =
∞

∑
n=0

wnE
[

p
(n)
T ,Λ(j)

]
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Evaluation measures & Optimal scales

Linear Borgan et al.
To turn scales more regular, Impose constraints

b(j) = a + j b , j = 1, . . . , s
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Statistical modelling
Model the pure premium
Model the Conditional Expected Value:

E (Y |x1, x2, ..., xp) = h(x1, x2, ..., xp, β1, β2, ..., βp)

Y = h(x1, x2, ..., xp, β1, β2, ..., βp) + ε

Y : endogenous variable, xi : factor, exogenous, βj : parameter

Identify risk factors;
Different sorts of variables: Nominal (binary: gender,
good/bad risk), ordinal/Categorical (ranks: age, power
groups), discrete (age, experience yrs, claim counts...),
continuous (income, claim amounts)
Data, Information must be (always) reliable, as simple as
possible, clean, neat...
Y : Pure premium, Factors: risk factors influencing:

E.g motor insurance: kms, traffic, driver’s ability, power,
vehicle type, driver’s experience, geographical factors...
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Deal with the experts about the factors influencing, gather
information, data, manageable data. E.g., in
motor insurance we can consider

Past accident record
kms driven
Car owner (company/private)
Use (business or private)
Vehicle value
Power (cm3)
Weight
Driver’s age
Driving region (usual, city/countryside...)
Multiple driver’s?
Vehicle age
Years fo driver’s expereince
Car brand and/or model
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Gender

Sort of insurance (third party, own damages)

Driver’s profession

etc,...

....

Then, we have to make choices, run/test models...

Built classes of factors. Often Class aggregation is needed

Often we have many binary or rank variables, qualitative data
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If dependent variable Y is:
Binary: Model a Logit or Probit
Countig data: Poisson model. Ex: Number of claims in a
Bonus system
Continuous data: Gamma model. Ex: Amount of claims
Compound Poisson data: Ex: Poisson-Gamma Tweedie model
for Aggregate claims data.
(Tweedie dist.family: Var (Y ) = a[E (Y )]p, a, p > o const. )

Let S be the Aggregate claims in one year, N be the annual
number of claims and X be the amount of each claim.

E (S) = E (N)E (X ), is the pure premium.

We can consider modeling the two expectations separately.
Or not... Jørgensen & de Souza (1994).
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Explanatory variables may affect the expected cost by
simultaneously increasing or decreasing both the claim frequency
and the average claim size.

In practice, some explanatory factors will have a greater impact on
the frequency of claims than on their size, or the opposite.

It is also possible for certain factors, e.g. no-claims bonus, to affect
the frequency of claims and the claim size in opposite directions.

In a portfolio we can consider different level factors influencing each
(conditional) expectation, building a tariff, such that:

E (Y |x1, x2, ..., xp) = h(x1, x2, ..., xp, β1, β2, ..., βp)

Specifying h(x1, x2, ..., xp, β1, β2, ..., βp) may not be an easy task,
where the x1, x2, ..., xp are the factors.
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A tariff analysis is based on insurer’s own data.
Steps:

Postulate a distribution of Y according to its nature, as well as
the factors (x1, x2, ..., xp);
Based on a sample for Y and (x1, x2, ..., xp) choose the best
h(.) and estimate (β1, β2, ..., βp);
Hypothesis testing, for Y and (x1, x2, ..., xp).

We should consider:
Existing information in the company;
Used variables in other, previous, studies;
Market used variables;
Legal limitations.
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Data:
Must be reliable, objective;
Number of variables must be adequate, no too long or too
short;
All information must cover an homogeneous period. Not too
long periods, e.g.

Models:
Additive models. ANOVA;
Mutliplicative models, GLM, e.g. two rating factors:

µij = γ0γ1iγ2j

Key ratio
Yij = Xij/wij

Mean of key ratio:

µij = E (Yij ), with wij = 1
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Mutliplicative models, extension to many rating factors, M:

µ1i1,i2,...,iM = γ0γ1i1γ2i2 × ...× γMiM

µ1i1,i2,...,iM : Mean of dependent var. with M rating factors
M : Number of rating factors
γij : Rating factor i in Class j

Exponential dispersion models (EDM’s) of GLM’s generalise
the normal distribution used in the linear models.

Pure Premium = Claim frequency × Claim severity

For each of the two factors, we can have different rating factors,
separately, since severity and frequency are independent.
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EDM’s of GLM’s
Data, Key Ratios Obs org’zed in list form (y1, ...yn)′;
Row i contains yi , exposure weight wi and rating factors ob’s;
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Prob’y dist of the Claim Frequency: Poisson, mixed Poisson.
Let Xi in cell i with wi ,

Xi _ Poisson(wiµi )⇒ Yi = Xi/wi _ relative Poisson

Model for claim severity: Gamma, X _ Gamma(wα, β)

⇒ Y = X /w _ Gamma(wα,w β) , E [X ] = α/β

Tweedie models:
EDM’s that are scale invariant, those with variance function
ν(µ) = µp.
If 1 < p < 2 correspond to the Compound Poisson. Key ratio:
Pure premium.
Model altogether the pure premium, not claim counts and size
separately.
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