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Classification

 Supervised learning approach

 Categorizing some unknown items into discrete 
set of categories or “classes”

 The target attribute is a categorical variable

 To solve a classification problem
 identify the target or class, which is the variable to predict. 

 the target balancing is mandatory

 choose the best training strategy to train classification models.
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Classification

 Churn (not churn rate) depends from several 
characteristics of the client, product and 
communication. 
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Classification

 What is the best drug according to specific 
characteristics of the patient
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Classification

Classification algorithms in machine learning:

 Decision Trees

 Naive Bayes

 Linear Discriminate Analysis

 K -Near Neighbor (KNN)

 Logistic Regression

 Neural Networks

 Support Vector Machines (SVM)
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Classification
1.KNN (K-Nearest Neighbour):

2.SVM

3.Navie Bayes
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Classification

2. SVM (support vector machine )

1.Navie Bayes
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Classification

3. Navie Bayes
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Logistics Regression

• A regression that having binary dependent 
variable

• in its basic form, uses a logistic function to 
model a binary dependent variable
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Random Forest

• are an ensemble learning method for 
classification, regression and other tasks

• operates by constructing a multitude of decision 
trees at training time

• outputting the class that is the mode of the 
classes (classification) or mean prediction 
(regression) of the individual trees.
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