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Abstract — The current study's goal is to explain the price of 
bitcoins. We examined the effect of Web search statistics, energy 
prices, and alternative investment (or cost of opportunity) on 
bitcoin prices in particular. The second goal is to find the 
algorithm with the best predictive power. Data were obtained 
from public and open data. We use a variety of machine learning 
algorithms to accomplish this. Statistical results were coherent 
according to the expectation.  

Keywords -criptocurrency, machine learning, bitcoins, financial 
market. 

I.  INTRODUCTION 
Prediction has been one of the main objectives of pursuit 

science is or at least creating models that may help understand 
reality and further help prediction. [12] In recent years 

Machine Learning has had a very positive impact [1] on this 
journey, unlike in the distant past. [2] Like many other 
applications, we have seen rising interest in the development of 
price prediction methods in financial assets. [39] This is 
especially true when the possibility of obtaining financial profit 
is involved. So, it is fairly common to see new and inventive 
approaches to predict Bitcoin (BTC) prices that are focused on 
trading profit using blockchain data. [13] In this sense, the 
purpose of the present research is to explain the price of 
bitcoins. Specifically, we analyzed the impact of Web search 
statistics, energy price, and alternative investment (or cost of 
opportunity) on bitcoins prices. The second purpose is to 
identify the algorithm with better predicting power. To do it, 
we use several machine learning algorithms.  

Figure 1.  Machine Learning Algorithm types and tasks 
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II. BACKGROUND 
Understanding the price of assets can be done in a variety 

of ways using machine learning techniques (Figure 1). Usually, 
we may have dependent variables that could be explained by 
one or more independent factors. We might also use just time 
series. The premise of machine learning is that a computer 
program can learn and adapt to new data without the need for 
human intervention. Artificial intelligence is a field that 
includes machine learning. The following techniques classes 
are included in machine learning: Unsupervised, supervised, 
semi-supervised, and reinforcement learning. These all 
constitute several subfamilies of statistical tools to perform 
varied tasks depending on the available data. Supervised and 
unsupervised learning are two of the most common machine 
learning methodologies in the literature. Bellow, we explore 
the main ideas within each task using each high-level algorithm 
family, with examples on the study of bitcoin pricing 
prediction. 

Supervised learning encompasses algorithms to classify 
data and predict outcomes using labeled data (data with known 
answers). Based on known samples, supervised learning can 
identify generate answers based on seen examples. [4] 

Firstly, regarding regression, one method is to forecast 
prices based on prior data with models such as ARIMA 
[10,11]. In this case, a time series analysis is used to forecast 
future values based on its own. Explanatory variables can also 
be used, leading to other types of regression that may help 
understand the relationship between price and other external 
observations. These can be, for instance, Linear and Logistic 
regressions. There are numerous algorithms that can be 
employed in the case of regression. For example, OLS and 
LASSO. [6]  

Other models can also be both used for Regression and 
Classification, such as CARTs. [13] This is a particular case 
where we may use a model that can use both continuous and 
categorical targets. In this case, this can be both the currency's 
price as a target or the low and high price as a binary target for 
instance. [14]. This principle can also be applied in the 
classification using models such as SVM and Neural Network 
based models. 

Recently we have seen the rise of the deep learning 
revolution. This has solved a slew of previously "unsolvable" 
issues. The deep learning revolution did not begin with a single 
breakthrough. It essentially happened when a number of 
necessary variables were in place: computers were fast enough, 
computer storage was large enough, better training methods 
and tuning methods were developed. [20] These highly diverse 
sets of statistical representations have been studied to devise 
highly powerful and flexible representations regarding 
prediction tasks, many of the use categorical tasks. [12] 

When some labeled data is particularly challenging to get 
buy, one may use a semi-supervised or unsupervised approach. 
This is the case where we may have some labeled features such 
as simple datapoints and other features based on information in 
raw and unlabeled text. In this case, we have seen this in the 
usage of text comments from social media platforms to further 
extract sentiment from text. [17,18] This is the data is fed 

without a label to the model, and then a sentiment analysis 
dictionary could be applied for further prediction. [15] This 
task can be used to either aggregate similar behaviors 
(clustering) or to attribute a label to a particular set of labeled 
circumstances (classification). 

Unsupervised learning is used for predicting undefined 
characteristics in the available data when there are no labels to 
define the relevant information for the model to assimilate. 
Meaningful patterns can thus be extracted using clustering and 
association rule mining. This is particularly important if, for 
instance, we want to classify anomalies in bitcoin prices. [16] 
Generating a set of rules based on co-occurrence of certain 
characteristics in the data or devising clusters based on 
previously known trading heuristics or even set similarities 
within the available data can be extremely useful to understand 
the reality at hand may help decision making. Within this type 
of learning, we can also try to eliminate irrelevant dimensions 
on the data to be able to compute it in a timely way. 
Dimensionality reduction techniques such as PCA and LDA 
can thus be used to reduce the redundant information available. 
Let's say the goal is to relate the price of bitcoins based on five 
other cryptocurrencies. However, three of them have an 
incredibly similar evolution. The information of the said three 
dimensions could thus be summarized in just one dimension, 
drastically reducing the size of the data being used to their most 
important features. 

Reinforcement learning (RL) is also an option where we 
may use unlabeled information. This is a particularly 
interesting solution when we know what kinds of overall 
results from a behavior we want to penalize and which we want 
to reward. This is a very common perspective in agent behavior 
modeling. For instance, if the goal of a certain research is to 
program a bot (or agent) to trade a particular type of asset, one 
may use a simulation of agents with different strategies and 
penalize those who perform the least amount of gains. [19] 
This is usually the case when we want to control the overall 
direction of the behavior, but we are not sure of every 
particular step of the process. This is a control task. 
Classification tasks can also arise from RL. After devising the 
different states and succession of states, the agent may be in at 
each time step one may devise patterns and classify them. The 
price of other cryptocurrencies is a feasible feature in an 
exploratory model whose focus is the price of a certain 
cryptocurrency. However, numerous writers claim that there 
are still more variables that can be utilized to explain 
cryptocurrency prices. [12, 13]. 

Recently we have seen that analyzing social media to 
understand the rise in prices of cryptocurrencies has yielded 
positive results. [21] However, it would be interesting to 
understand if the results obtained before the wild fluctuations, 
we have seen recently still hold true.  

Other important assets such as energy directly affect the 
bitcoin price. [22] This is a very interesting assertion that may 
be relevant to study and further justify the sudden change in 
pricing due to increased energy prices. 

Lastly, the role of alternative investments and lower yields 
may further push the market towards the cryptocurrency 
market. Previously, it has been postulated that periods of 
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higher BTC price fluctuation may provide benefits as a 
diversification tool. [23] Nevertheless, does this mean that 
agents are investing in BTC as a main alternative to other safer 
options such as Treasury yields, and is there in fact a 
relationship between these? 

III. METHOD 
To test the above-mentioned hypotheses, we used CRISP-

DM [24] for the data mining and applied POST-DS [8,9] for 
the project management. To understand the relationship 
between the BTC price and other entities mentioned we used 
energy prices from Eurostat [28] from 2009 to the beginning of 
2022. Figure 2. Shows a plot of the data available  

 

 
Figure 2. Energy Price Series 

 
We chose the Treasury Note Yield Index closing to 

represent the cost opportunity since it was previously seen as 
an indicator for trust in future monetary policy. [26] Since BTC 
is a viable speculative investment to diversify portfolios with 
higher risk tolerance and not a currency by itself. [25] In Figure 
3, we see the time series relative to the Treasury Note Yield 
Index at closing. 

 

 

Figure 3. Treasury Note Yield Index at closing 

Since previews studies look at the impact of social media 
and news outlets for understanding their impact on BTC prices, 

[27] we use google stats on bitcoins search trends over time 
(Figure 4). 

 

 
Figure 4. Google search results for the Bitcoins 

 

To understand the relationships between the entities, we 
used different regressions since we have a continuous label, the 
BTC price itself. We use linear regressions as a baseline. Then 
we used Ridge regression so to combat multicollinearity issues. 
[33] This method, along with Lasso regression, is also used to 
understand the overall change in weights and if any of the 
independent variables tends to a zero weight. Since a sparse 
solution may be desirable. [34] Complementarily in the 
Bayesian ridge regression, all regression coefficients are 
regarded to have the same variance. [35]  

On another note, Gradient Boosting, Random Forests, and 
Multi-Layered Perceptron regressors are much more flexible 
and powerful learners. [5,7] These usually provide a better 
predicting power. In that sense, we employ them to better 
understand if the current variables not only explain the BTC 
prices but also if they are adequate to predict the dependent 
variable. Gradient Boosting is capable of fitting a weak learner 
to the residual recursively in order to enhance model 
performance with a greater number of cycles, finding complex 
data structures, including nonlinearity and high-order 
interactions. [36] The Multi-layered Perceptron is a type of 
neural network which is based on backpropagation for 
increasingly learning the relationships between the feature 
space and the resulting variable. [37] And finaly, the Random 
Forest encompasses a set of arbitrary decision trees and 
averages their estimates. [38] And All of them have had fairly 
good results as predictors with these kinds of data. [36-38] 

 

IV. RESULTS 
Firstly, the data was preprocessed by grouping the said time 

series into a dataframe, and the unknown values were dropped. 
This implementation was based on Python. [3] The values were 
also standardized between one and zero so that the regression 
coefficients could be directly compared as a means to 
understand which variable had the most impact on the BTC 
price. 
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The Alpha value for the Lasso regression was 0.5. The 
MLP Regression was done on 4x8 hidden layers with ReLu 
activations and gradient descent for 5000 iterations. The 
random Forest used 98 estimators with a maximum depth of 3. 
These values could be further fine-tuned. 

The first set consisted in estimating a regression model 
using OLS (ordinary least square), or simply Linear regression. 
The Python language was also used in this step along with 
Pandas [31], and the statsmodel module [29][30].  

As shown in Figure 5, all of the independent variables 
studied were statistically significant. This research confirms 
that Google searches (Bitcoin_google) and energy costs 
(PRECO) positively impact bitcoin market values. Google 
searches for cryptocurrency speculating are common. The price 
of bitcoin transactions is inversely proportional to Treasury 
Note Yield Index at closing (Close). This leads us to believe 
that the price of bitcoin has an inverse relationship with 
investment results. Additionally, we can also state that the 
weight of the google search cardinality of bitcoin has the 
highest weight for the regression among the tree, followed by 
Treasury Note Yield Index at closing and energy price 
respectively. This is the case since the module of negative 
impact is higher. This means that the same yield and energy 
price variation do not weigh one another. 

 

 

 

Figure 5. OLS Regression Results 

 
As referred previously, our second objective consists of 

identifying the better algorithm for forecasting tasks. Several 
algorithms were employed to identify the one that could have 
better-predicting power. We used the scikit-learn [32] To split 
the sample into training and test subsamples. Then, the 
following regressors were estimated: linear Ordinary least 
squares (OLS), Ridge regression, Lasso regression, Bayesian 
ridge, gradient boosting, multi-layer perceptron regressor, and 
random Forest.  

As we can see in the table above, the Gradient Boosting had 
by far the best performance in predicting power. Achieving a 
Correlation (R2) and Explained Variance Scores of 0.962 and 
also the lowest Mean Square, Average and Median Errors 
(MSE and MAE and MdAE) as well. This shows us that it may 
be a viable candidate for future predictions using these kinds of 

data. Random Forest also has a good performance. This allows 
to verify that ensemble methods outperformed, which is in line 
with similar research in other fields. 

TABLE I.  TABLE TYPE STYLES 

Model EVS MAE MSE MdAE R2 

Linear 0.778 4167.83 50032942.2 2467.3 0.776 

Ridge 0.778 4165.61 50036560.9 2462.8 0.776 

Lasso 0.778 4167.64 50033294.7 2466.3 0.776 

Bayesian 
Ridge 

0.777 4151.52 50063279.9 2435.9 0.776 

Gradient 
Boosting 

0.962 1221.71 8591626.4 189.9 0.962 

MLP 
Regressor 

0.802 3601.63 45170620.8 1466.4 0.798 

Random 
Forest 

0.921 1835.65 17717700.3 256.0 0.921 

 
The results show us that not only there is a strong relationship 
between the variables analyzed, with strong prediction. To 
further understand this, we could devise a multiagent system 
and simulate the demand for bitcoin in different scenarios [40]. 

V. CONCLUSIONS 
The purpose of this research is to figure out why bitcoins 

are so expensive in accordance with a few variables. In 
particular, we looked at the impact of Web search data, energy 
costs, and alternative investments on bitcoin pricing. Finding 
the algorithm with the highest prediction capability was the 
second aim. To do so, we employed a number of machine 
learning methods. The OLS regression was employed to 
achieve the first aim. All the factors studied were found to be 
significant. This research confirms that Google searches and 
energy costs have a beneficial influence on bitcoin market 
values. Cryptocurrency speculation is the subject of Google 
searches. The cost of bitcoin transactions is correlated with the 
price of electricity. On the other hand, investment returns are 
inversely connected to the price of bitcoins. This might be 
linked to other forms of investments changing their preferences 
when returns are too low. The Gradient Boosting had the best 
performing regression model on the present data, leaving us 
with a 0.962 on both Explained Variance Score and 
Correlation. In terms of future study, it would be fascinating to 
investigate the impact of sentiment concerning material 
provided over the internet to the bitcoin pricing as an addition 
to the current model.  
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