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Part I

e Complete the following sentences in order to obtain true propositions. The items
are independent from each other.

e There is no need to justify your answers.

(a) (4) The (maximal) domain of f: Dy — R defined by
1
f(z,y) = J—1 +In(2’y)

is the set

(simplify the expression)

(b) (5) Consider the set
A={(z,y) eR*: 2° + (y +2)* < 4}.

The border (frontier) of A is analytically defined by

Since cl(A) # A, then A is not ....cccoovevivriiinnnn. and, consequently, A is not com-
pact.



(¢) (5) The graph of f :]—1,3[— R is below. We know that

lim f(z) = o0, f(1)=—-4

T—1~
and (z,)nen is a sequence in | — 1, 0] such that linl\lI T, = —1.
ne
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Then

(d) (5) With respect to the map f : R? — R, one knows that
V(@) = (4 — 2wsin(z? + y); — sin(a? + ).

If f(z,y) does not have constant terms, then

(e) (4) Thesets I} = {(x,y) € R : 2*+y* < 1} and I, = {(z,y) € R? : 2 < x?+9y* < 3}
are non-empty and disjoint. However, the Hyperplane Separation Theorem cannot
be applied because the set .......... isnot ..............



(f) (11) The graph of the correspondence H : [0,4] = [0, 4]

(3
{§x,x+2} T <2
H(x)=<1[0,1]U[3,4], r=2

[x—2,§x—2], T > 2
L 2
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Since the .......cccccvivviiis i property is valid, then H is upper hemicon-
tinuous. The following hypothesis of the Kakutani fixed point Theorem is failing:

(apply to the correspondence under consideration):

(g) (5) With respect to the map f : R? — R given by f(z,y) = 2z — y — 2* — y?, one

knows that Vf(1,—1/2) = (0,0). Since

then f is stricly concave in R? and thus f(1,—1/2)iS & cccoceovvririrrennnnen.

of f.

(h) (4) The minimisers and maximisers of the map f : R — R given by
flz,y,2) =2 —2y+ 2z
restricted to the set
M ={(z,y,2) € R* :2? +y* + 22 = 1}

are the critical points of the map:

maximum



(i)

()

(4) Consider the following optimization problem
minimize z* — v, subject to 2% +y? < 1.

The Karush-Kuhn-Tucker conditions are:

20 — 2z =0

........................ =0

Ao ) =0
[ 2 +y? <1

(9) A given population of size p depends on the time ¢t > 0 and follows the logistic
law:
/ 2
p = 10p — 2p~.

The equilibria of the differential equation are ..............ccccoeeiieeiiiiiniinnn.. and its phase
portrait is:

If p(0) = 1, then:
e the solution of the previous differential equation is monotonic ..................

e lim p(t) =......

t——+o0

e the graph of p has an inflexion point at p = .....

(8) The map y(z) = (14 x)e”**, € R, is a solution of the IVP

(8) Assuming that = and y depend on t, the linearisation of

T =—x+ xy®® S . {:fc: ............
* . around the equilibrium (0,0) is koK )
wf 52 auiibriom (0.0) 5 ()] T
With respect to the Lyapunov’s stability, we may conclude that (0,0) iS ........cccccovveenne.
Furthermore, ....................... T PPPT S SUPRRI Theorem says that there exists a small

neighbourhood of (0,0) where the dynamics of (*) and (**) are “qualitatively” the
same (topologically conjugated).



(m) (6) The phase portrait of X = AX, where A € My, o(R) and X = (z,y) € R?, is
given by:

Y
v,

>
=

>

where v; # (0,0) and vy # (0,0) are different eigenvectors associated to A. We may
conclude that the eigenvalue associated to the vector .......... is 0 and det(A)....... 0.

(n) (8) Consider the following problem of optimal control where z : [0,10] — R is the
state, u : [0,10] — R is the control and t is the independent variable:

10 t 2 t 2
max / _E) ) dt, 2'(t)=u(t), z(0)=1 and x(10) free.
u(t)ER 0 2 2

Then the Hamiltonian is given by (specify the formulas to the case under considera-

tion):
H(t, 2, Uy D) = oo
The Pontryagin maximum principle says that the optimal control u* should satisfy
the equality ..., . The Hamiltonian differential equations are
given by:
T = i
D= i,

(the right hand side of the system should depend only on the state and the co-state)



Part 11

e Give your answers in exact form. For example, % is an exact number while 1.047 is
a decimal approximation for the same number.

e In order to receive credit, you must show all of your work. If you do not indicate
the way in which you solve a problem, you may get little or no credit for it, even if

your answer is correct.

1. Consider the following matrix

0 1/2 1
A=[1 0 o0
0 1/2 0

and define the map f: A? — A% as f(v) = Av where
A?={(z,y,2) ER*: m+y+2=1, 2,y 2>0}

(a) Show that f(A?) C A%

(b) Show that the hypotheses of the Brouwer fixed point theorem may be applied
to f and compute the fixed point(s) of f explicitly.
Note: You can use without proof that A? is closed.

2. Consider the map f : R? — R defined as
fla,y) = (y—2°)(y - 2)

(a) Identify and classify the critical points of f .
(b) Compute f(z,0) and conclude that f is unbounded.

3. Consider the following differential equation (y is a function of z):
y'y = a2y’ — 4x.

(a) Show that the constant maps y;(x) = 2 and ys(x) = —2 are particular solutions
of the differential equation.

(b) Write explicitly the solution of the IVP:

{ yy =y’ —da

y(1) =3

and identify its maximal domain.



4. Consider the linear system of ODEs in R? given by (z and y depend on t):

{

T = 3x

y=—2x+ 3y

(a) Write the general form of the solution.

(b) Locate, in the phase portrait, the unique solution such that x(0) = 1, y(0) = 0.

5. Consider the following Problem on Calculus of Variations, where x : [0,2] — R is a
smooth function on ¢:

min /0 : {x(t) _ %m)}

2

dt, with x(0)=1 and z(2)€R.

(a) Write the Euler-Lagrange equation and the transversality condition applied to
the case under consideration.

(b) Find the solution of the problem.
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