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Explained Sum of Squares (SSE) OLS Regression Line R-squared

Explained Variable Ordinary Least Squares (OLS) Sample Regression Function (SRF)
Explanatory Variable Population Regression Function (PRF) Semi-elasticity

First Order Conditions Predicted Variable Simple Linear Regression Model
Fitted Value Predictor Variable Slope Parameter

Gauss-Markov Assumptions Regressand Standard Error of Bl
Heteroskedasticity Regression through the Origin Standard Error of the Regression (SER)
Homoskedasticity Regressor Sum of Squared Residuals (SSR)
Independent Variable Residual Total Sum of Squares (SST)
Intercept Parameter Residual Sum of Squares (SSR) Zero Conditional Mean

Mean Independent Response Variable Assumption

Problems

1 Let kids denote the number of children ever born to a woman, and let educ denote years of education
for the woman. A simple model relating fertility to years of education is

kids = B, + Bieduc + u,

where u is the unobserved error.

(i)  What kinds of factors are contained in u? Are these likely to be correlated with level of education?

(i)  Will a simple regression analysis uncover the ceteris paribus effect of education on fertility?
Explain.

2 In the simple linear regression model y = 8, + B8,x + u, suppose that E(u) # 0. Letting ay = E(u),
show that the model can always be rewritten with the same slope, but a new intercept and error, where
the new error has a zero expected value.

3 The following table contains the ACT scores and the GPA (grade point average) for eight college stu-
dents. Grade point average is based on a four-point scale and has been rounded to one digit after the

decimal.
Student GPA ACT
1 2.8 21
2 3.4 24
3 3.0 26
4 3.5 27
5 3.6 29
6 3.0 25
7 2.7 25
8 37 30

(i)  Estimate the relationship between GPA and ACT using OLS; that is, obtain the intercept and
slope estimates in the equation

—_ A A
GPA = B, + B,ACT.

Comment on the direction of the relationship. Does the intercept have a useful interpretation
here? Explain. How much higher is the GPA predicted to be if the ACT score is increased by
five points?

(i) Compute the fitted values and residuals for each observation, and verify that the residuals
(approximately) sum to zero.
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54 PART 1 Regression Analysis with Cross-Sectional Data

(iii) What is the predicted value of GPA when ACT = 20?
(iv) How much of the variation in GPA for these eight students is explained by ACT? Explain.

4 The data set BWGHT contains data on births to women in the United States. Two variables of interest
are the dependent variable, infant birth weight in ounces (bwght), and an explanatory variable, average
number of cigarettes the mother smoked per day during pregnancy (cigs). The following simple regres-
sion was estimated using data on n = 1,388 births:

—
bwght = 119.77 — 0.514 cigs

(i)  What is the predicted birth weight when cigs = 0?7 What about when cigs = 20 (one pack per
day)? Comment on the difference.

(i) Does this simple regression necessarily capture a causal relationship between the child’s birth
weight and the mother’s smoking habits? Explain.

(iii) To predict a birth weight of 125 ounces, what would cigs have to be? Comment.

(iv) The proportion of women in the sample who do not smoke while pregnant is about .85. Does
this help reconcile your finding from part (iii)?

5 In the linear consumption function
—_ N AL
cons = BB, + B,inc,

the (estimated) marginal propensity to consume (MPC) out of income is simply the slope, ,81,
while the average propensity to consume (APC) is conslinc = BO/ inc + ,81 Using observations
for 100 families on annual income and consumption (both measured in dollars), the following
equation is obtained:

cons = —124.84 + 0.853 inc
n = 100, R? = 0.692.

(1)  Interpret the intercept in this equation, and comment on its sign and magnitude.
(ii)  What is the predicted consumption when family income is $30,000?
(iii) With inc on the x-axis, draw a graph of the estimated MPC and APC.

6 Using data from 1988 for houses sold in Andover, Massachusetts, from Kiel and McClain (1995),
the following equation relates housing price (price) to the distance from a recently built garbage incin-
erator (dist):

—_—
log(price) = 9.40 + 0.312 log(dist)

n =135 R* = 0.162.

(i)  Interpret the coefficient on log(dist). Is the sign of this estimate what you expect it to be?

(i) Do you think simple regression provides an unbiased estimator of the ceteris paribus
elasticity of price with respect to dist? (Think about the city’s decision on where to put
the incinerator.)

(iii) What other factors about a house affect its price? Might these be correlated with distance from
the incinerator?

7 Consider the savings function
sav = By + Biinc + u,u = \/inc-e,

where e is a random variable with E(¢) = 0 and Var(e) = o2. Assume that e is independent

of inc.

(i)  Show that E(ulinc) = 0, so that the key zero conditional mean assumption (Assumption SLR.4)
is satisfied. [Hint: If e is independent of inc, then E(elinc) = E(e).]

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CHAPTER 2 The Simple Regression Model 55

(i)  Show that Var(ulinc) = o2inc, so that the homoskedasticity Assumption SLR.5 is violated. In
particular, the variance of sav increases with inc. [Hint: Var(elinc) = Var(e) if e and inc are
independent.]

(iii) Provide a discussion that supports the assumption that the variance of savings increases with
family income.

8 Consider the standard simple regression model y = B, + B,x + u under the Gauss-Markov Assump-
tions SLR.1 through SLR.5. The usual OLS estimators Bo and Bl are unbiased for their respective
population parameters. Let 3, be the estimator of 8, obtained by assuming the intercept is zero (see
Section 2.6).

(i)  Find E(f3,) in terms of the x,, B,, and ,. Verify that 3, is unbiased for 8, when the population
intercept (B,) is zero. Are there other cases where 3, is unbiased?

(i)  Find the variance of §3,. (Hint: The variance does not depend on f3,.)

(iii) Show that Var(B3,) = Var(B,). [Hint: For any sample of data, >/ x> = 37 (x, — x)% with
strict inequality unless x = 0.]

(iv) Comment on the tradeoff between bias and variance when choosing between B L and B,.

9 (i) Let Bo and fSl be the intercept and slope from the regression of y; on x;, using n observations. Let
¢, and ¢,, with ¢, # 0, be constants. Let 3, and [§1 be the intercept and slope from the regression
of ¢,y; on ¢,x;. Show that B, = (c,/c,) Bo and 3, = ¢, f%o, thereby verifying the claims on units of
measurement in Section 2.4. [Hint: To obtain 3;, plug the scaled versions of x and y into (2.19).
Then, use (2.17) for f3,, being sure to plug in the scaled x and y and the correct slope. ]

(i) Now, let B, and Bl be from the regression of (cl + y,) on (¢, + x;) (with no restriction on ¢, or c,).
Show that 3, = Bl and B, = Bo +c — 02[31

(iii) Now, let Bo and Bl be the OLS estimates from the regression log(y;) on x;, where we must as-
sume y; > 0 for all i. For ¢; > 0, let Bo and Bl be the intercept and slope from the regression of
log(c,y,) on x,. Show that B, = B, and B, = log(c,) + Bo.

(iv) Now, assuming that x; > 0 for all 7, let [30 and [31 be the intercept and slope from the regression
of y; on log(c,x;). How do [30 and B  compare with the intercept and slope from the regression
of y; on log(x;)?

10 Let 3, and j3, be the OLS intercept and slope estimators, respectively, and let u be the sample average

of the errors (not the residuals!).

(i)  Show that 3, can be written as 8, = B, + > ,wu,, where w, = d//SST, and d; = x, — X.

(i)  Use part (i), along with >;_ ,w; = 0, to show that 31 and u are uncorrelated. [Hint: You are
being asked to show that E[(8, — B8,) - u] = 0.]

(iii) Show that 3, can be written as B, = B, + u — (B, — B,)X.

(iv) Use parts (ii) and (iii) to show that Var(B3,) = ¢*/n + ¢*(x)*/SST,.

(v) Do the algebra to simplify the expression in part (iv) to equation (2.58).
[Hint: SST/n = n ' 20 xF — (x)2.]

11 Suppose you are interested in estimating the effect of hours spent in an SAT preparation course (hours)
on total SAT score (saf). The population is all college-bound high school seniors for a particular year.
(i)  Suppose you are given a grant to run a controlled experiment. Explain how you would structure
the experiment in order to estimate the causal effect of hours on sat.
(i) Consider the more realistic case where students choose how much time to spend in a prepara-
tion course, and you can only randomly sample sat and hours from the population. Write the
population model as

sat = B, + Bihours = u

where, as usual in a model with an intercept, we can assume E(u) = 0. List at least two factors
contained in u. Are these likely to have positive or negative correlation with hours?
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56 PART 1 Regression Analysis with Cross-Sectional Data

(iii) In the equation from part (ii), what should be the sign of B, if the preparation course is effective?
(iv) In the equation from part (ii), what is the interpretation of 3,?

12 Consider the problem described at the end of Section 2.6: running a regression and only estimating an
intercept.
(i)  Givenasample {y;:i = 1,2, ..., n}, let B, be the solution to

min > (y; — by)*.

by i=1

Show that 3, = , that is, the sample average minimizes the sum of squared residuals. (Hint:
You may use one-variable calculus or you can show the result directly by adding and subtract-
ing y inside the squared residual and then doing a little algebra.)

(i) Define residuals #; = y; — y. Argue that these residuals always sum to zero.

Computer Exercises

C1 The data in 401K are a subset of data analyzed by Papke (1995) to study the relationship between
participation in a 401(k) pension plan and the generosity of the plan. The variable prate is the per-
centage of eligible workers with an active account; this is the variable we would like to explain. The
measure of generosity is the plan match rate, mrate. This variable gives the average amount the firm
contributes to each worker’s plan for each $1 contribution by the worker. For example, if mrate = 0.50,
then a $1 contribution by the worker is matched by a 50¢ contribution by the firm.

(i)  Find the average participation rate and the average match rate in the sample of plans.
(i) Now, estimate the simple regression equation

— A ~
prate = 3, + [3, mrate,

and report the results along with the sample size and R-squared.

(iii) Interpret the intercept in your equation. Interpret the coefficient on mrate.

(iv) Find the predicted prate when mrate = 3.5. Is this a reasonable prediction? Explain what is
happening here.

(v)  How much of the variation in prate is explained by mrate? Is this a lot in your opinion?

C2 The data set in CEOSAL?2 contains information on chief executive officers for U.S. corporations. The
variable salary is annual compensation, in thousands of dollars, and ceoten is prior number of years as
company CEO.

(i)  Find the average salary and the average tenure in the sample.

(ii)) How many CEOs are in their first year as CEO (that is, ceoten = 0)? What is the longest tenure
as a CEO?

(iii) Estimate the simple regression model

log(salary) = B, + Bjceoten + u,

and report your results in the usual form. What is the (approximate) predicted percentage
increase in salary given one more year as a CEO?

C3 Use the data in SLEEP75 from Biddle and Hamermesh (1990) to study whether there is a tradeoff
between the time spent sleeping per week and the time spent in paid work. We could use either variable
as the dependent variable. For concreteness, estimate the model

sleep = B, + Bjtotwrk + u,

where sleep is minutes spent sleeping at night per week and fotwrk is total minutes worked dur-
ing the week.

(i)  Report your results in equation form along with the number of observations and R>. What does
the intercept in this equation mean?
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CHAPTER 2 The Simple Regression Model 57

(i)  If totwrk increases by 2 hours, by how much is sleep estimated to fall? Do you find this to be a
large effect?

C4 Use the data in WAGE?2 to estimate a simple regression explaining monthly salary (wage) in terms of

1Q score (10).

(1)  Find the average salary and average IQ in the sample. What is the sample standard deviation of
1Q? (IQ scores are standardized so that the average in the population is 100 with a standard de-
viation equal to 15.)

(i) Estimate a simple regression model where a one-point increase in /Q changes wage by a con-
stant dollar amount. Use this model to find the predicted increase in wage for an increase in
1Q of 15 points. Does IQ explain most of the variation in wage?

(iii)) Now, estimate a model where each one-point increase in /Q has the same percentage effect on
wage. If IQ increases by 15 points, what is the approximate percentage increase in predicted wage?

C5 For the population of firms in the chemical industry, let rd denote annual expenditures on research and
development, and let sales denote annual sales (both are in millions of dollars).
(i)  Write down a model (not an estimated equation) that implies a constant elasticity between
rd and sales. Which parameter is the elasticity?
(i) Now, estimate the model using the data in RDCHEM. Write out the estimated equation in the
usual form. What is the estimated elasticity of rd with respect to sales? Explain in words what
this elasticity means.

C6 We used the data in MEAP93 for Example 2.12. Now we want to explore the relationship between the
math pass rate (mathl0) and spending per student (expend).
(1) Do you think each additional dollar spent has the same effect on the pass rate, or does a dimin-
ishing effect seem more appropriate? Explain.
(i)  In the population model

mathl0 = B, + B,log(expend) + u,

argue that 3,/10 is the percentage point change in mathl0 given a 10% increase in expend.

(iii) Use the data in MEAP93 to estimate the model from part (ii). Report the estimated equation in
the usual way, including the sample size and R-squared.

(iv) How big is the estimated spending effect? Namely, if spending increases by 10%, what is the
estimated percentage point increase in mathl0?

(v)  One might worry that regression analysis can produce fitted values for mathl0 that are greater
than 100. Why is this not much of a worry in this data set?

C7 Use the datain CHARITY [obtained from Franses and Paap (2001)] to answer the following questions:
(i)  What is the average gift in the sample of 4,268 people (in Dutch guilders)? What percentage of
people gave no gift?
(i) What is the average mailings per year? What are the minimum and maximum values?
(iii) Estimate the model

gift = By + Bymailsyear + u

by OLS and report the results in the usual way, including the sample size and R-squared.
(iv) Interpret the slope coefficient. If each mailing costs one guilder, is the charity expected to make a
net gain on each mailing? Does this mean the charity makes a net gain on every mailing? Explain.
(v)  What is the smallest predicted charitable contribution in the sample? Using this simple regres-
sion analysis, can you ever predict zero for gift?

C8 To complete this exercise you need a software package that allows you to generate data from the uni-
form and normal distributions.
(1)  Start by generating 500 observations on x—the explanatory variable—from the uniform dis-
tribution with range [0,10]. (Most statistical packages have a command for the Uniform(0,1)

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



58 PART 1 Regression Analysis with Cross-Sectional Data

distribution; just multiply those observations by 10.) What are the sample mean and sample
standard deviation of the x;?

(i) Randomly generate 500 errors, u;, from the Normal(0,36) distribution. (If you generate a
Normal(0,1), as is commonly available, simply multiply the outcomes by six.) Is the sample av-
erage of the u; exactly zero? Why or why not? What is the sample standard deviation of the u;?

(iii) Now generate the y; as

yi= 1+ 2+ u,= By + By + u;

that is, the population intercept is one and the population slope is two. Use the data to run the
regression of y; on x;. What are your estimates of the intercept and slope? Are they equal to the
population values in the above equation? Explain.

(iv) Obtain the OLS residuals, #;, and verify that equation (2.60) holds (subject to rounding error).

(v) Compute the same quantities in equation (2.60) but use the errors u; in place of the residuals.
Now what do you conclude?

(vi) Repeat parts (i), (ii), and (iii) with a new sample of data, starting with generating the x;. Now
what do you obtain for B, and 3,2 Why are these different from what you obtained in part (iii)?

C9 Use the data in COUNTYMURDERS to answer this questions. Use only the data for 1996.
(i) How many counties had zero murders in 19967 How many counties had at least one execution?
What is the largest number of executions?
(i)  Estimate the equation

murders = 3, + Bexecs + u

by OLS and report the results in the usual way, including sample size and R-squared.

(iii) Interpret the slope coefficient reported in part (ii). Does the estimated equation suggest a deter-
rent effect of capital punishment?

(iv) What is the smallest number of murders that can be predicted by the equation? What is the
residual for a county with zero executions and zero murders?

(v)  Explain why a simple regression analysis is not well suited for determining whether capital pun-
ishment has a deterrent effect on murders.

C10 The data set in CATHOLIC includes test score information on over 7,000 students in the United States
who were in eighth grade in 1988. The variables mathl12 and read12 are scores on twelfth grade stan-
dardized math and reading tests, respectively.

(i) How many students are in the sample? Find the means and standard deviations of math12 and
read12.

(i)  Run the simple regression of math12 on read12 to obtain the OLS intercept and slope estimates.
Report the results in the form

—_— ~ A
math12 = B, + B,readl2

LR =7

n

where you fill in the values for 30 and fSl and also replace the question marks.

(iii) Does the intercept reported in part (ii) have a meaningful interpretation? Explain.

(iv) Are you surprised by the B, that you found? What about R*?

(v)  Suppose that you present your findings to a superintendent of a school district, and the
superintendent says, “Your findings show that to improve math scores we just need to
improve reading scores, so we should hire more reading tutors.” How would you respond
to this comment? (Hint: If you instead run the regression of read12 on math12, what would
you expect to find?)
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