Master in Mathematical Finance

;4 o I(.)ifs?ggnsocmhﬁgl Probability Theory and Stochastic Processes
- & Management Fi
Universidade de Lisboa st Semester - 2025/2026

D=

List 7 - Markov chains

1. Prove that the following propositions are equivalentﬂ

(a) P is a stochastic n x n matrix (i.e. all its coefficients are in [0, 1] and their sum over each row
is equal to 1).
(b) For any v > 0 in R™ we have Pv > 0 and P(1,...,1) = (1,...,1).

(c) For any probability vector v € R™ (i.e. v > 0 and ) ;_;v; = 1), we have that vP is also a
probability vector.

2. Show that the product of two stochastic matrices is also a stochastic matrix.

3. (Chapman-Kolmogorov equations) Consider a homogeneous Markov chain with state space S. Prove
that:

kawk] ,forallm e Nandi,j€S.
kesS

(b) n+m) Zﬁlkwk],for all m,n € Ny and i,j € S.

keS

Hint: Recall the following facts: P(ANB|C) = P(A|BNC)P(B|C) and P(A|B) =), P(ANC,|B),

where C1, Cy, ... is a sequence of disjoint sets whose union has probability 1.

4. (Bernoulli process) Let S =N, 0 <p < 1,
P(Xpy1=i+1X,=i)=p and P(X,41=iX,=1i)=1—p,

for every n > 0 and ¢ € S. The random variable X,, could count, for example, the number of heads
in n tosses of a coin if we set P(Xy = 0) = 1. This is a homogeneous Markov chain with (infinite)

transition matrix
1-p »p 0 0

T = 0 1—p p O
ie. fori,j €N
Tij = D i+1=7-
0, o.C.

Show that
P(Xn = J‘XO = 7’) = Cjn—ipj_i(l _p)n_j+i> 0<j—i<n.

LGiven a vector v € R™ we use the notation v > 0 to mean that each coordinate v; of v is > 0.
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10.

11.

12.

Considering the context of the beginning of Section 4 (recurrence) of Chapter 10 (Markov chains),

show that
ti =) Xyn)-

n>1

Prove that the mean value of the number of times the chain visits the state i € S is

1
E(VHX():Z‘):l , if 0<r; <1,

-7

where r; := P(X,, =i for some n > 1 | Xy =1).

Let i € S. Prove that:

(a) 7, = +oo iff lim 7 = .

n—+oo b

(b) If 7, = +o00, then for any j € S, lim 7 = 0.

n—+oo It
Prove that:

(a) i€ Ry iff Y, 7Y =+cc and lim 77 #0.

n—-+0o

(b) i€ Ry iff >, 7r§f;) = o0 and lim 7 =o0.

n—-4o00 e
(c)ieT iff >, ﬂ'ﬁ < 400 <1n particular nBI-sr-looWZ?: —0).
+oo

Consider i # j. Show that i — j is equivalent to ZIP)(tj =n|Xo=1) > 0.

n=1

If X,, is an irreducible Markov chain with period d, is Y,, = X,,4 aperiodic?

Find a stationary distribution, and decide if it is unique, for the homogeneous Markov chain with

state space S = {1,2,3,4,5,6} and transition probability matrix

N~

Il
[ s N s i L ST
O O O BRI AW N
O O R AR O O
S O k= O O

= D= O O O O
= = = O O O

Find the unique stationary distribution for the homogeneous Markov chain with state space

S =1{1,2,3} and transition probability matrix

N~

I
= O Nl
NI NI— N
S = O

and compute the mean recurrence time of each state i € S.
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13. Consider a homogeneous Markov chain defined on the state space S = {1,2} with transition pro-

bability matrix

Tl W=
[SUPNERGVI )

Classify the states of the chain and determine their mean recurrence times:

(a) using the stationary distribution.

(b) computing the probability of first return after n steps.

14. Consider a homogeneous Markov chain on the state space S = N given by the transition probabili-
ties:
]P’(Xl = Z"Xo = Z) =T, 1 > 2,
]P’(Xlzi—HXo:i):l—?‘, 1> 2,
1

]P)(Xl :j|X0:1):§, j > 1

Classify the states of the chain and find their mean recurrence times:

(a) Using the stationary distribution.

(b) * Computing the probability of first return after n steps.

15. Determine the decomposition of the state space S = {1,2,3,4,5,6} of the homogeneous Markov

chain with transition probability matrix

1 1 1
2 0700 3
1 1 1
gggOOO
TOOOOlO
1 1 1 1]
111200 3
0O 01 0 0 0
00000 1

and compute the mean recurrence time, 7; = E(¢;|Xo = 7), of each state i € S.

16. Consider a homogeneous Markov chain defined in the state space S = {1,2,3,4,5,6} with transition
probability matrix

o O O O O w=
S O = O O wv

= = O O O O

o O O o O O
= O O O = O
= O O = O O

(a) Determine the decomposition of the state space of the chain and classify each state.
(b) Compute the period of each sate i € S.
(c) Compute 76 = E(tg|Xo = 6).

Page 3 of



17. Classify the states of the homogeneous Markov chains given by the transition matrices below, and

determine the mean recurrence times of each state.

-1—2p 2p 0
. 1
(a) D 1—2p p |, with0<p<s.
0 2p 1—2p

0 P 0 1—p

0
(b) , with 0 <p < 1.
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