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Generative Al

Class of Al algorithms and models that are designed to generate
new, original content.

Gen Al learn the underlying patterns and structures in the data
and can generate novel outputs.

Instead of being trained on specific examples and then making
predictions or classifications

These models are particularly good at creating content that
resembles or is similar to the data they were trained on.
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Variational
Autoencoders

Generative
Al models

Autoregressive
models

Types of generative Al
models

* (Generative Adversarial Networks
(GANSs)

* Variational Autoencoders (VAES)
* Autoregressive Models

e Recurrent Neural Networks
(RNNSs)

* Transformer-based Models

* Reinforcement Learning for
Generative Tasks



Types of generative Al models

* Generative Adversarial Networks (GANSs):

* agenerator and a discriminator are
trained simultaneously through
adversarial training.
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* Variational Autoencoders (VAES):

* learn a probabilistic mapping from the
observed data to a latent space.

* Good to generate new samples from the
learned latent space.

* Autoregressive Models:

* the probability distribution of the next
, value in a sequence depends on the
w=c+ Y aryyi+er previous values.
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Types of
generative Al
models

Recurrent Neural Networks (RNNs):

* RNNs are commonly used for
sequence tasks, including some
generative tasks, they are not
exclusively generative models.

* Variants like LSTM and GRU are
popular choices.

Transformer-based Models:

* Transformers, especially large
language models.

Reinforcement Learning for Generative
Tasks:

* can be usedin conjunction with
generative models, and this
combination is powerfulin
scenarios where the generative
model needs to produce
sequences or structures guided
by a reward signal.
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Transformer

Multi-Head Attention
t

Linear

Concat

* Deep learning architecture based on the multi-head

attention mechanism

Attention Is All You Need
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Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,

based solely on attention h; with and
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more i and requiring signifi

req

less time (o train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.0 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature.

1 Intreduction

Recurrent neural networks, long short-term memory [12] and gated recurrent [7] neural networks
in particular, have been firmly established as state of the art approaches in seque odeling and
transduction problems such as language ing and machine ion [29,

efforts have since continued (o push the boundaries of recurrent language models and encoder-decoder
architectures [31],21,[13].

Vaswani, et al. (2017)
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RAG

* retrieval-augmented generation

* is an Al framework for retrieving facts from an
external knowledge base to ground large
language models (LLMs) on the most accurate,
up-to-date information and to give users insight
into LLMs' generative process

Source: IBM




GPT

e Generative Pre-
trained
Transformer

* |s atype of
autoregressive
language model
that uses a
transformer
architecture.

* |s pre-trained on a
large corpus of

@ Open/

then be fine-tuned
for specific tasks.




Google
Gemini

Feature LaMDA PaLM Gemini
Release 2021 2022 December 2023
Date
Conversatio .
Focus General-purpose Multimodal
nal Al
Realistic Large & diverse Underst?ndmg&
Strengths . processing various
dialogue dataset
data formats
Gemini/ L
Successor PalM Gemini N/A

Google Gemini

Bard is a conversational Al chatbot
powered by a combination of generative Al
techniques, including:

* Transformer-based models:

* Google's Pathways Language Model (PaLM) is
used to generate text that is fluent, coherent,
and grammatically correct.

* Autoregressive models

* to predict the next word in a sequence, which
helps to ensure that its responses are natural
and engaging.

* Reinforcement learning:

* itisrewarded for generating responses that are
informative, comprehensive, and relevant to
the user's query.




3 Copilot

* Generative artificial intelligence chatbot

* Developed by Microsoft




DeepSeek

* Founded by Liang Wenfeng

* Headquarters: Hangzhou, Zhejiang, China

& Hi, I'm DeepSeek.

How can | help you today?

(8]

&R DeepThink (R1) @D Search @J

25

2.19437v2 [es.CL] 18 Feb 20

@' deepseek

DeepSeek-V3 Technical Report

DeepSeek-Al

research@desepsesk.com

Abstract

We present DeepSeek-V3, a strong Mixture-of-Experts (MoE) language model with 671B total
parameters with 37B activated for each token. To achieve efficient inference and cost-effective
training, DeepSeek-V3 adopts Multi-head Latent Attention (MLA) and DeepSeekMoE architec-
tures, which were lidated in Deey -V2. Furl Deey V3 pioneers
an auxiliary-loss-free strategy for load balancing and sets a multi-token prediction training
objective for stronger performance. We pre-train DeepSeek-V3 on 14.8 trillion diverse and
high-quality tokens, followed by Supervised Fine-Tuning and Reinforcement Learning stages to
fully harness its capabilities. Comprehensive evaluations reveal that DeepSeek-V3 outperforms
other open-source models and achieves performance comparable to leading closed-source
models. Despite its excellent performance, DeepSeek-V3 requires only 2.788M H800 GPU hours
for its full training, In addition, its training process is remarkably stable. Throughout the entire
training process, we did not experience any irrecoverable loss spikes or perform any rollbacks.
The model checkpoints are available at https://github. com/deepseek-ai/DeepSeek-V3l
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Some issues...

Hidden costs

Ethical control vs. Political censorship

* Corporations or government are stealing data?
* Bad practices
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Your Own LLM locally

© GPT4AIIV3.100 - ] X

A

Home

=  Explore Models

+ Existing Models

GPT4AIl Remote Providers HuggingFace
@ These models have been specifically configured for use in GPT4All. The first few models on the list are known to work the best, but you
Lo should only attempt to use models that will fit in your available memory.

) ] X
Al Reasoning
LocalDocs

©

Settings
Llama 3.2 1B Instruct

+ Fast responses

* Instruct model

+ Multilingual dialogue use Download
+ Agentic system capable

+ Trained by Meta

+ License: Meta Llama 3.2 Community License

Quant

4.0

Nous Hermes 2 Mistral DPO

Good overall fast chat model

Download

Fast responses

Chat based model

Accepts system prompts in ChathL format

Trained by Mistral Al

N H M| [ - Finetuned by Nous Research on the OpenHermes-25 dataset







Prompts

* “Prompts are your input into the Al system to obtain
specific results.

* In other words, prompts are conversation starters: what
and how you tell something to the Al for it to respond in a
way that generates useful responses for you.

* After that, you can build a continuing prompt, and the Al
will produce another response accordingly.

* It’s like having a conversation with another person, only
in this case the conversation is text-based, and your
interlocutoris Al.”

* https://mitsloanedtech.mit.edu/ai/basics/effective-
prompts/




Prompt Engineering

* is the practice of designing, formulating, and
refining input prompts to guide the behavior of
large language models (LLMs) or other generative
Al systems toward producing desired outputs.




* Use Copilot (login ISEG)
* Create a text describing ISEG in 2050
* Create also an image illustrating the text

v




Effective Prompts

* Give context (set the role, scenario, or
background)

* Be specific (clear instructions)
 Show format/structure

* Provide examples/guidance

* [terate/refine

* Verify/evaluate




* Improve previous example

v



Ethics and Al

o * Legal/Ethical

* Hidden / Indirect
Prompt Injection

* Lawyers Citing Fake
Cases Made up by Al

* Deepfake Imagery
Using Al




Ethics and Al

* Al Act

* https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai

1 UNACCEPTABLE RISK

@ HIGH RISK

LIMITED RISK
(Al systems with specifc
transparency cbligations|

MINIMAL RISK

i 5

A high-risk Al It meads to undergo Reqistration of
syslerm is the conformity stand-alone Al
developed. assessment and systems in an EU
comply with Al database.
requirements.”

'For same systems
& notified body is
involved toa,

A declaration
af canformity needs
to be signed and the
Al systern should
bear the CE marking.
The system
can be placed
on the market.

IT substantial
changes
happen in the
Al systern's
lifecycle




Ethics and Al

Recommended usages

Management PhD




Ethics and Al

Recommended usages

Management PhD

Situation

Incorrect Use of GenAl

Submitting generated text without
review

Violates authorship and integrity
standards.

Creating non-existent results

Generating data that was not
collected constitutes scientific
fraud.

Citing fabricated sources

High risk of “hallucinations” —
undermines credibility.

Avoiding reading articles

Replacing critical reading with Al
reduces scientific rigor and the
depth of knowledge developed.

@
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Using Al as the dominant voice

Prevents the development of
independent scientific thinking.

Omitting the use of Al

Violates the principle of academic
transparency.

Assessments

Using GenAl to answer exams or
assessments without
authorization.

Omission of GenAl use

Failure to acknowledge the use of
GenAl in documents where its
contribution was significant.
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